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Multistructural Control Systems with Delays

Guram Kharatishvili, Tamaz Tadumadze
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Abstract

There has been posed ano stLdred a problem of oplimal conlrol for a general
coftrolled systems with delays and non-fixed initial moment of time, including,
in paiticular, the optimal Foblem for multistructure contolled system having
important applied value.
Keyrvords: mathematical model. maximun principle, admissible control

l.Multistructural Control system,
Let, one confol system is controlling by control influence at the time to <t<tr

interval, which is worked out by another conffol system at the same time ioterval, with this,
before the cont.ol influence infects on the first control system, it goes distinct time ? > 0.

Above examined, as the form of mathematical model, is possible to describe in the
following way

Ir(p)x(t)=v(t -r),
I MIP)r\l)= u\t ),a < ta 

= 
r 

= 
| | < o,

herc, L{p) and M(p) are given linear differential operators with continuous coefficients at the

a<t<b interyal, the orders of which are ,ll and v, respectively; Ufl), /0 < / < ,r is conhol

influence.
. There are described many real (physical, economical etc ) contol objects by such
mathematical model. For example a rocket, which is controlling at the process of flight a4t),
to < I < tp by radio signal.

11 is clear, that such weak influence as radio signal is, cannot impact directly the
rocket; it is necessary transformation-intensification of radio signal, which needs distinct time
r>0.

Let imagine now, that we have distinct totality of such type of controlling objects,
which have common purpose function (for ex. rocket complex).

For this case, initial mathematical model will be generalized in following way:

fr (p)x.(r) = r,.(r - r,),

lu,(p)v,(t) =,"(t),i = 7.k st < to < t < t, < b,

\\herc Li@), M,(p) arc given linear differential operators

a<r<D interval. the orders of which are p.. v; . i=t.k
i = lJ are control influences; ?/: >.. tr > 0 are delays.

For realizing the simply suitable controlling system,

ui\), to<t<tt. Vi=\t at the time interval ,o <t<tl'
initial conditions:

(l)

with continuous coefficients at

respectively; ui(t), to < | < tt,

control by controlling influence

it is necessary to be given the
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Abstract 

There has been posed and studied a problem of optimal control for a general 
controlled systems with delays and non-fixed initial moment of time, including, , 
in particular, the optimal problem for multistructure controlled system having 
important applied value. 
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LMultistructural Control system. 
Let, one control system is controlling by control influence at the time to S t  St, 

interval, which is worked out by another control system at the same time interval, with this, 
before the control influence infects on the first control system, it goes distinct time 1 > 0 . 

Above examined, as the form of mathematical model, is possible to describe in the 
following way 

Leno) = m -7), 
M(p)Y(t) = U(t),a < to s t 5 t1 <b, 

here, L( p) and M( p) are given linear differential operators with continuous coefficients atthe 
a<t<b interval, the orders of which are it and v, respectively; U(t)", t0 5 t S t, is control 
influence. 

There are described many real (physical, economical etc.) control objects by such 
mathematical model. For example a rocket, which' is controlling at the process of flight U(t)_, 

< t  < I t ,  by radio signal. 
It is clear, that soch weak "influence as radio signal is, cannot impact directly the 

rocket; it is necessary transformation-intensification of radio signal, which needs distinct time 
1' > 0. 

Let imagine now, that we have distinct totality of such type of controlling objects, 
which have common purpose function (for ex. rocket complex). . 

For this case, initial mathematical model will be generalized to following way: 

L.(p)x (=0 w -7) , ,, _ r 
M(p )y,( t ) -—n() l—lka<t05t<t ,<b . .  I 

where L;(p), M,(‘p) are given linear differential operators with continuous coefficients at 
a < t < b interval, the orders of which are 1.1,, v1 , i=1, k respectively; u,{t), t os  t-< ti, 

('1) 
1 ,  " - 1  

t' = at. are control influences; 1,, >---'l'1 > 0 are delays. 
For realizing the simply suitable controlling system, control by controlling influence 

141(1). t0 2 t 5 :1, Vi =fi€ at the time interval to s t 5 t1, it is necessary to be given the 
initial conditions: 
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['j')(r") = *1.yj"0,) ='l -'.; = o+; i.r = o.v, - r.1 '"', (2)

lv,(,)= E,0).t. -t, 3 t < to.i = lJ.
,1'" (t\ a' , (t\

wtrere xi')1r1= 1=li!2 y!)()=:-!:!Jt 'i,. i=o$,-\f r.l=13 are given initial

values; q,(r), to-r<t<to, i=1,I are given condnuous initial firnctions. The case, when

y,(t")+ q,(t"), t€r, rc{L;..,ft} is permissible.

The initial to moment is not given, but its selection occurs optimally. For ex. h
moment of the rocket complex setting in motion is possible to be belonged to preliminary
given time interval t' < t,, < t" and definition of to moment occured optimally as it follows
from the pwpose function.

For every fixed value i = l,,t system (1) is equivalent to the \ = pt + \ order linear
nomal contol system

40=,ro

a"!lQl 
= ,, 1r1

&i (') 
= ,l (, )'l t )* +al 0x"(/)-r"-'(-',)

a",r]'(r) =," ,t).

*:, =,.,,,

axi,lt ) 
= "r"1,,y."' 

rr1- "+ ai frlxi ()+ u,y 1

a <to <t <t, <b,i =1,k,

which will be written by the form of following vector matrix
,1, I t\
ry = A,t).,(.)+ B,z,Q - t,)+ c,u,(t),a <to < t <tt <b,i = l'k, (3)

at

I*, (r)) (a, (r))t'\,tt"l
trere z.(r)=1... l: ,(')=l 

Il-lttj l"J,))
C, - r, x fr is the matrix every element of which is equal to zeio. but the element standing at

the intersection of ni row and i column which is equal to l:
B, - ni xn, is, the marix, every element of which is zero but the element standing on the

intersection of /i row and pi +1 column which is equal to 1;

is the matrix where

ar't=['il') ,l,y)

2:900) = xi , yi‘"~‘(to‘)t=lx.i""u = 0.14; — 1.1 = 0N; - L . , j (2) 
.;i.‘-1(i)*= attire —rksréta:i?=1.—k. ~ " 

' . ' d j x. t d I . t -_.___ _ 7 
A Where x§1)(t)&—dj7(—), "y.-(l)(t)=%(); xii, j=0,u,.”-I-*v,r—"l', i=‘1,k are given initial 

values; (Mt) , to *1": g ‘t'< to, 7:7 =1,—k “aregiven contintiOus‘initial'fu'ncnons. The caSe, when 
y..(to) at 0),.(1‘0), i e  K ,  K'g‘{l,.l..,k} is permissible. 

The initial to moment is not given, but its selection occurs optimally. For ex. to 
moment of the rocket complex setting in motion is possible to be belonged to preliminary 
given time interval t ’  S to < t”  and definition of to moment occurred optimally as it follows 
from the purpose function. 

For every fixed value 1' = 1,k systemtl) is equivalent to the n]. = [1,. + vi order linear 
normal control system 

rdx_()=x_z(,)_ 

42—?”— w 
I dxr' (t)_al(t)xi(t)+ -+a;‘i (t)x”t(t)+x;u,+l(t t), 

« —  —)dx:+l(= xii-420). 

dt 

L‘__’"—'“" f)“; “(tween +a WWW) 
a < t 0  S t S t l  <b,i=1_,k, 

which will be written by the ferm of 'fOI'IOWing Vector matrix . _ ‘ 

dZEI)--A(t)z(t)+3,zi(t 1)+Cu(r) a < t ° S t < t  <b  ,j=1,__k_ ‘ V (3) 

.r , x-(r)m».-r, 14,0) , .  
here z(t) ; "(0.: . -K , a ,. -.:,- 

x;‘"(t) ‘ ' u,:(t') " " ' ' " ” ' ’ 
SC > — n x k is the matrix every element of which is equal to zeio, but the element standing at 
the intersection of nl row and 1 column which 1s equal to 1; 
B —'r;n xn. is the matrix, every element of Which is zero but the element standing on the 
intersection ofi ,u; row and”. +1 column which is equal to I ; 

, . , 4(t’)=[4iit) 1121)] - 
isitheimatrix wherev' : , :  v -7 . 



^'r=l, .
l,lr,l

If inhoduce

1''(')),0)=l l,

I a (')J

o=1"' ,

I,

I 0 ...

0

then the system (3) will obtain following form
),lr\ t"^]'' = a1r1.r1r1+) o,x(r-r,)+cu(t), a<to<t<tj<b' (4)

and initial condition (2) will be written

lr(t,) =:ro rs\

lx(t) = (p(t,i),t 
" 
- t * 3 t < t o,i = r,k

wherc ,, is n=nt+,.,+nb dimension vector having coordinates with initial values

-r,0",...,.rft',...xf.,...rij-', and OQ,;) i. n dimensioned initial vector-tunction, the

coordinate pi+/ of whictr ls E,(r), I = l], remainder coordinates are equal to zero.

The boundary condition has the following form at the final moment t
q"(t,,,(t,))=o,a=tm, (6)

where q"(tpy)=0,6x=tm, arc continuous and continuously differentiable functions to

. theh arguments.
The purpose function is expressed with the integral functional

r(z)=[y'k.xk\x(t-r,i...*(r-r, ),(r)!r, Q)

*lle.rq x = (/0,r,,.r0,lO), f"(r,t",...yr,u) is continuous tunction to their arguments and

continuously differentiable with respect y,. I = 0. ft .

Any piecewise continuous function u(l) which is defined at its to < t < tr inteNal has

finite number of discontinuity points at this interval and obtains values from closed, bounded
U, set of ,t dimension vector space, is considered as admissible conhol.

For above examined case, optimal control problem will be fomulated in following
way.

It is necessary to find such admissible control tfl), moments /o,t/, the suitable (4)
system trajectory of which will satisfy boundary conditions (2), (6) and confers the minimal
value to (z) functional. (In section 2, necessary conditions of optimality for the optimal
problem (4)-(7) are given (see 4), 5); 6), 7)).

Formulated optimal problem is private case of below examined general optimal
problem.

4V)

' :..

I

A(')=I
I

0

";,,]

A, (')

foo 'l r"''l
'...D, =J .. l,c= " l,

lo u) lc''

n'=[.,i0,
,;r]

tit 
and initial condition (2) willbeW'ritten ' 

1(‘0)=xo ‘ ' 
. . — (5.) x(t) = (p(t,.z),t0 -rk S t < 10,1) = 1,]: a 

where x0 is n=n1+...+nk, dimension vector having coordinates with initial values 
n, -—l x100,” .,xlo “2:20.413", and q)(t,z') is n dimensioned initial vector-functibnrv the 

A;[r]= 0 o o 1 ,4 
alt). . a!“(t) .. 

,Ifintroduce 1 i t y . . - ' .  p - -  
7'10) A10) 0 ,. a . — " . ' i a 2" r 

x(t)= ,A(t)= , . 7 4 
zk(t) 0 Ak(t) 

3: , 0 0 \ 0 ' 
o o C‘ Di: . ,...D,‘ = , C =  ,, 1 a 

‘ ‘ 0 ‘  ’ 0  _ . . 0. ,, -. Bi ’ v-C,‘ 

then the system (3) will obtain following form , (h . p 1} 4’ ‘ 

dx—(—t)=A t)+2Dx(t 1:,)+Cu(t), a<tosgtsglslgi - 2.14;) 

coordinate ,u,-+1 of which is (pi (t) , i = 17 remainder coordinates are equal to zero. 
The br')undary___~ condition has the'following form at the final moment t] 

q“(t,,x xt( ))= 0,a=1,m, ' i. i "(6') 
where q (1"?)0'a=1:_m: are continuous and continuously differentiable functions to 

,. their arguments. 
The purpose function' is expressed- with the integral functional 

1(z)= ifws :- m x'(:— was ‘ 
f 

_ ;_ " “ (7) 
I V . 

. . , ,  A 

where 2 :  (t0,tl,x(),u()), f ",(t yo,” .yk,u) is continuOus fitnetion- to their arguments and 
continuously differentiable with respect yl. ',i = 0—, k . 

Any piecewise centinuous function u(t) which is defined at its to S t 5 t1 interval has 
finite number of discontinuity pointsat this interval and obtains values from‘closed; bounded 
Uo set of k dimension vector space, is considered as admissible control. 

For above examined case, optimal control problem will be formulated 'in-[following 
way. . 

It is necessary to find such admissible control u(t), moments tat], the suitable (4) 
system trajectory of which will satisfy boundary conditions (2), (6) and confers the minimal 
value to I(z) functional. (In section 2, necessary conditions of optimality for. the optimal 
problem (4)-(7) are given (see 4), 5); 6), 7)). 

Formulated optimal problem is private case of below eXamined general optimal 
problem. 



2. General optimal control problem with delayed arguments.
Necessary conditions of optimality.

Consider the problem
tult)2f = r (r.'1r 

"141... 
x(r (r)).,(6"(')),.... a(0. ('))).

t e lto,r,]c "t = [a,D],20 e o,
x(t) = q(t), t e ltQ o\t ol, r(t o) = x", E0 e A, x" e o,

d (t".r,.x".x(r,\)= o.i = 1s

r (z) = qQ,, t,, x 
". 

xQ )) * I t " Q,'G 
"Q)\...,,G "Q)\ "(e "Q)\, 

u(0" O)!r -+ min,

u = (.,r','.,o0,,0) e A= J2 xoxLxs>.
uere f =lf',...,f^J; f'(t,y",...y,,u",...u,), i=0,n are continuous functtons on

JxGE"yvts' and continuously differentiable with re"pect lo ), cG. i=0.s: GeR".
OeG, V eR' arc open sets; 4$), teR, i=1,s are absolutely continuous functions

sarisfying rhe conditions: ro(r)=r. r,(r)<r. i,(r)>0: thefunctions6,(r).i=0.v.sarisfy

the conditions: oo(t)=t, o,(t)<ok'(r). i=tJ. ftu >...>k, are natural numbers,

e' (t) = e(e'' (t)) , oo(t)=t, o(r) is the absolutelv continuous functions satisfving the

conditions: o(t)<t,6(t)>o: Q is the set of measurable functions &:[O,(d),b]-, U is such

that cl{u(t)i efe,(a),b]} is a compact lyin gin V , U cv is an arbitrary set; A is the set of

piecewise continuous functions q:[z(a),D]-+ ly' with a finite number of discontinuity points,

"(t)=-in{"'(r),...,",(r)}, 
lrcc is the convex bounded set; 4'(o,r,,vo,v,) , i=om are

functions continuously differentiable on J 
r x 6-.

Definition 1. The function x(t)=x11,r1.O, telt(t")1,1, toe[a,r,) issaidtobe

solution of system (8), conesponding to the elemenl r=(ro,r,.xo.Ef).zf))eA if on

[z(r"),ro] it satisfies the conditions (9), while on the interval [to,tr] is absolutely continuous

and the pair (l0,a0) satisfies the equation (8) alrnost everywhere (a. e.) on [ro, t, ].
Delinition 2. The element z e A is said to be admissible if the corresponding solution

,r(r) satisfies the condition (10).

The set of admissible elements will denote by A0 .

Definition 3. The elerllslll 7 = (7r,7t,7,,@0,;0)e .t. is said to be optimal ifforan
arbitrary element z e d the inequality l(Z) < l(z) totds.

The Foblem of optimal control consists in finding a optimal elemenl
Introduce the following notations.

(8)

(e)

( 10)

F =(f",f): R; = (--,i"1, R; = [i,-); /,(r) i.
Yt=Yt\to);

Ja1',r.,...,r"; 
= r(,l,0,...,y",t(0,(/)),...,t(0,(/))),

[rt ] = r(,,;(r"(,)),. .,;(r"O));

the function inverse to t,\t),

( l1)

2. General optimal control problem with delayed arguments. 
Necessary conditions of optimality. 

Consider the problem 

¥= f(t,x(¢,(t99,...x(1,(¢99,u(e,(t99,..,,u(a,(t999, 
te[to,tl]c:J= [a, b], u-()e.Q, ‘ 5(8) 
x(t=) (0(2), te [r(t0 )to], x(to)= xo,rp 9106.13,»:0 60,  ' (9) 
q‘p(to,t x ,tx( ))= 0,  i=1—,m V (10) 

I(z)= q(to.rl.xo,x(r. ))+J:f° (tx(ro(t))1-- -,x(r(t)),u(90(t))4-- -,u(9 (t)))dt—>m'ma 
z=-,(to,t,,xo,(o() u(-))e A :  J2 x0xAxQ. 
Here f = (f ,...,f" ) ;  f '  (t,yo,...y,,uo,...u9), i =  (Tn are continuous functions on 
J xG‘” XVI" and continuously differentiable with respect to y, e G , i =  0—3; G e R" , 
OE G , V e R’ are open sets; 7.. (t), t e R ,  "i : 3  are absolutely continuous functions 
satisfying the conditions: To (t) a t ,  1'90): 1‘ , 11(2) > 0'; the functions 9,. (t), i = 0—,; , satisfy 
the conditions: 90(2‘) 2 t, 9,.(195 0‘10), 1‘: 1,—v, k, >--.-> k, are natural numbers, 
9‘ (t) = 9(9H(t)) , 9° (t) = t , 9(t) is the absolutely continuous functions satisfying the 
conditions: 9(t)< t ,  9(t) > 0 ;  Q is the set of measurable functions u:[9v (a), b] -9 U is such 

that 'cl{u(t)ut ‘6 [9V (a),b]}‘ is a compact lying in V , U CY is an arbitrary set; A is the set of 
piecewise continuous functions (0:[r(a),b] —> N with a fmite number of discontinuity points, 

r(t)— - min{z'1(t) (t),} N C G is the convex bounded set; q’(to,tl,yo,_yl) , 1' =m are 
functions continuously differentiable on .12 X 02. 

Definition 1. The function x(t ) =  x,(t z) e G,  t E [100), t1], 2‘0 6 [61, 1‘!) is said to be 
solution of system (8), corresponding to the element z :  (toJ, ,xo,(p(- -),u(- )) e A if, on 
[1.‘(tU ),to] it satisfies the conditions (9); While on the interval [1:0, 1] is absolutely continuous 
and the pair (x (-,) u-()) satisfies the equation (8) almost everywhere (a. e.) on [to , t  ] .  

Definition 2. The element 2 E A is said to be admissible if the corresponding solution 
3xt( ) satisfies the condition (10). 

The set of admissible elements will denote by A0, 
Definition 3. The element 2 -  — (to,tl,x0,(p(o), u( )) 6 A0 is said to be optimal if for an 

arbitrary element 2 6 A0 the inequality I (z) < I ( ) holds. ' ' 
The problem of optimal control consiSts in finding a optirnal element; 

- ‘ Introduce the following notation-:3 
=(f° , f ) ; R  ,3 =(—°é,to], Ra =[f , co); y,(t) ,is the function inverse to 1,.(t'), 

n=hml -- - 
F (1‘ yo... , ys) -F(t, Yor- , yx, u(9o (t)),..., (£19 G»), 

F[t]= F(t-, x(7;~0() (99,... ,x(1(,999 
on 



I a ; = (y,, i (t 
"(r,)),... 

;(r,-, (r, )), ;", o( r,(y, -)),,0 (r,(r, ))),
] 
a; = (y,, i (r 

" 

(y,)),... r (r, -, (r,)), 0 (r, -), 0 (r, (y, -)),..., o (r, (r, -))).

[ ,r, =t,,'k.(i -)),...'k.(E -))
turrher @ = (r, y0,... ) "), r @) = r (a, a (o 

"(t),... 
t(e" (/))) ;

i = 0,s,

(12)

lim F((o)= 4 ,

lr4r ,f r(ar, )- r(a-r,)l= 4-,
\@,.a1ta\a, .b. f

m r(ro)= 4;',
liqri,U)=i; '

areRrxG'-';

at,a2,eR;,xG'*', t=1,s;

rl)eR;xc'*';
r€R;,

( l3)

To e (a,b), 7, e (a,bl,

i=0,s+1, /;, i=1,,t.
and solution V(r) of ttre

(15)

Theorem 1. Z e Ao be a optimal element,

7,,<f ,<...<T, <{; let now, there exist the finite limits 4,
Then there exists a non-zerc vector E=1fto,...,ft.), no<O
equation

iir(r)= -)o(r,(t))r, [r,(r)],(t), t e [t.,r,],

o(r)= (v"(r),'r(r)),'r"(t)= zr., t elto,t,l; (14)

o(')= 0' t elt"'t'l

such that the following conditions are fulfilled:
1 ) the maximum principle for the initial function
r. I T. I
1 I o(y, (r))r. [y, lr)],. 0 ) l@0 ) = ma\l t o(y, (r))n. [r, (, ) b,, (r ) lo(r )l;" "' 'I -,"1; " rr/^\^']
a.e. on Lr(roJ,tol;
2) the maximum principle for the control

!o(r, (rr)nlo(')h (,.1 = maxo(o,(r))r(e 1'1.;1."1p, 1,11). ...;('"(n, t))).;

\e"(0,(t))). r(0,,(0,@)),",r(e",(o,Qtt),,4(0"(p,('))))

"". "' [0"(G),[];
3) the conditions of transversally

rQ," = -ry (7"), nQ,, = -ry (7,)

nQ," > o(7")r; + >@(y,)F;i' ;, ft1,, > -a(r,)F;,.

-)AUere Q." = ff, 
the tilde over O = (q" ,...,q') means that there corresponding gradient is

calculated at the point (70,4,t0,t,), i, =t(r,). tt rank(4"",4,,)= l+ n, then in the

theorem I O(t)t 0.
It is obvious, that if there exist the finite limits

t(io -). t(i -i. a(e(r, -)I i = o.v. i = G. Lren

4 = r[i. -];

(73,35 x(To(Y):))u-- 75(7 i-1( We) 
driwmc=(i(())_roy1 m(i—10/l))::¢_()) 

n (y?- >).- n (1 —>)). c: 
”lieu-(7 .,.—..)), :¢(Ts(1-))) i=11s, (.129 

. 11-:(tl,x(( ((t‘ro (10(7 —))) ‘ 

further w=(t,yo,..a1y:), F(w)= 19(0)), )u(0o (..t)), .u(9 Q»); 1 7 ’ , — 

' ljm_F('a))= Fo‘, " weRg xG‘“; -* ‘- f1 ' ""- 

«‘(%1'%):4h1na’rtfifl[F(C%)-F(w2)]=Fr, 011602.612): X'GH‘, i=7“ 

limF(aJ )= F' weR:xG”‘- 3111’ 57 7 ‘ 4 6 :  I1 1 4 1 1 _ ‘  , -  
t—num 

1in_1 , R:,. 1': ,5- 
1"?!) y ' ( t ) =  yi— t 6  go_ - _ 3 

Theorem 1. z 6 A0 be a optimal element, f1, 6 (a,b) , i: E (a,b] , 

Then there exists a non—zero vector '71: = (7:0,...,7z:.m ), 71:0 S 0 and' solution 1,7(1) of the 
equation I - ' ‘ 

W)=—2CI>(7 (1))Fy[71(t ”190): ‘E[t0st1]’, 

.cIJ(t).=(=oo(t t),.w(t)),u/0(t)= —7ro, *te[to,tl];,l 1- ~ , 1 1 (44). 
(D0): 0, te.[to1t,} - - 

'1; <31! <---< y, < 2;; let now, there exist the finite limitsfiF‘, i=0,s+1, 7,71 i=1,s. 

such that the following conditions are. fulfilled: 
1) the maximum principle for the initial function 

[§¢(Yi(»F[7:(t)]l;i(t)]0(t)=E16$X[2¢(Yi(f))fl[Yi‘(t)]?1(t):|ajf;) v.41. 1. 7‘ 
ac. on [1:() to ),ro]; 
2) the maximum principle for the control 5 -- 7 

249094 )F) [91(t)10.«=(t) max<1>( .-( ))F (13.0) x(¢ op(iltl)):---”(Tole-(0)), 1‘ I I “Ell 

17(60(P,-(t))),...fi(01_1(p1(t)))1u,u(6,.+,(p1(t))) ..... flay-(101(0)) ‘ 
a.e.011[6v(?;),23]; _ _ 1 » | 

3) the conditions of transversally‘ ~ 1 . . 

”Q11: 111(5)) ”Q =—w('t]) . , ~ 1 11615) 

”9 >@0013? +21<I>( (71- )_F.-‘71-‘. ”91>. —(?)p;;‘ ' -' '- 
‘ . 1 ' 1 “  

Here Q),0 1: 352-, the tilde over Q = (11°11. .111q’") means that there conesponding gradient is 
0 

calculated at the point (2331366135,), 351 = $01). If rank(Qyo,Q;l)= 1+m, then in the 
theorem1<D(t)¢0. ‘ ' ‘ ' ' ' 

It is obvious, that if there exist the finite limits 
3(2; —), 17(2'1 —), it(e,.( '1- -)) :i ; 6,7, fat—,1}, then 
I"; = FF; —]; 



r,- = r (y, -, z (t 
"(r,)),... 

;k,,, (r, )), q, o( c,.,(y, -))..... o (r 
" 
(r, -))) -

rQ, -,2(r 
"(r,)).... 

t (c,-,(r,)).@(r" -),0(q (y, J),...,0k,(y, J));
r;, = Fli -]. Gee([)).
If @(io-)=;o,11en 4- =0, ;=1,r.

Theorem 2. Ler Ze4 be a optimal element, io e(a,b), 7, e(a,tl,
io<yr<. <y, <f l let now. there exist lhe finire limirs 4'. i=0.-t. i,. i- l.;.
(see(12), (13)). Then there exists a non-zero vectot ft=\n0,...,n^), zo <0 and solution

r4(r) of the equation (14) such that the conditions 1),2),(15) hold. Moreover

rA," <o(T")F; +>@(y,)F,.!:, ,o,, < -o(E)4i,

If @(f, +)=;", ftsn 4- = 0, i = 1,r.

Theorem 3.Let ZeAo be a optimal element, 7, e(a,U), i=0,1,

i.y,<. <y, <ir; let now, rhere exist the finite limits F-, F*, i=O,s+1,

!;, "i: i=*. Besides

Then therc exists a non-zero vectot n=\no,...,tt.), lra<o and solution V/(t) of the

equation (14) such that the conditions l),2),(15) hold.
Moreover

"O,"= 
o(r,)A + io(r,) F, , ft7,, = --a(i)F",,.

tt rat(O^,A,,,8,",A,,) = t+ * , then in the theorem 3 o(r) I 0. If @(io -) = A(7, +) = i",
tnen ]k, =u. r=1.,r,

Remark 1. Assume that the function @(t) is continuous at the points

i". t(y,(t)). ;=t-r-1. i=;+1.; the tunction r(e,(t)), t=U, are continuous at

points io, {, 11, )=G: the function 1,,(i) is continuous at point io. Then

4 = r[r.];
p, = tr (y,,i G "(y,)\.. 

i G,,(y,)\i",s G, 0,))..., 0 k, (r, )))-
r Q,,t (r 

"(v,)\... 
r (r,,(v,)\ q G -\ s G, 0L.., @k" (/, )))}/, (;" ), =lJ

4-, = F[4].

lf @(io)=;".1'r"n F =0. i=I.s.
In conclusion, we will formulate the necessary conditions of optimality for tle

optimal problem (4)-(7).

Theorem 4. l-f.jt Z =(7",7,,i0,u0) be a optirnat element for problem (4)-(7) (see

def.3): i e(a,b), i =0,1, 70+rk < {,let now, the function ,l(r) is continuous at the points

70, i, 7o+r,, i = 1* . Then there exists a non-zero vector n=(nr,...,n^), z0 <0 and

sotution r4(r)= (v,(r),...,rir,(r)) of ttre equation

v(t) = -y(t)e(t)-\v(t + r,)o, -\y o(t + r,)fi,1t + r,), t el|",T,l,

vo(t)=ro, refi.,{], v.(r)=0' '/(t)=0' t>7,, ro=Q,

F = F(Yi ’ x ( 7 0 ' ) ) “  x(Ti'—l(yi ))’(l’:f 09(1)“ (71 )-):-- b776(:(yi_)))_ 

F(1’.--:x(%( .-)),---x(T:—n( Y: Wife W W W) ))~ @(T (Y. D) 
1.4;, = F[‘r‘; -]. (sec(ll)). 
If('fi(3:,—)=3c"o,then F;=0, i z fi  _ 

Theorem 2. Let 2' 6 A0 be a optimal element, 3:, e (cg—b), i; E (a,b], 
3:,- <‘yI ("<73 <i‘I; let now, there exist the finite limits IT, i=0,s_+l, iii, i_=1_,—s. 
(see(.12), (13)), Then there exists a non—zero vector 71: = (2:0,..., m); 77:0 S 0 and solution 

w(t) .of the equation (14) such that the conditions l),2),(15) hold. Moreover 

an, s «rims: demon, no, mimet- 
i=1 

If $(33.+)=350a then 5+ =0’ i z fi ‘ ,  
Theorem 3.Let 2' 6 A0 be a optimal element, 2; 6 (422,13) , i = 0,1, 

ia-<y1<---%ys <3}; let now, there exist the finite limits Ff, IT, i=Q,s_—__I—-1_, 
12;, 7; i=3. Besides . 

F; =FJ =Fo, Fri: =1”??? =' i=1}. 121F511. 
Then there exists a non-zero vector it = (7:0,...Jtm'), no 50' and solutiOn ”7(1) of: the 
equation (14) such that the conditions 1),2),(15) hold. 

Moreover 
as ”at, =¢(%)Fo+§¢(rs)fi: nee—ease, 

If rank(Q Q,1,Q,O,Q'yl=1+ m__ then” in the theorem 3 @(t) at 0. If (Zi(to —) =;(5(}3 +) = 560* 
then F, =0 i=1,_s. 

Remark 1. Assume that the function 60‘) is continuous at the points 
3;, r,(yj(2;,)), j - l  3-1, i=j+l,s; the functibn'ii’(6(t.)), i=0,—v are continuous at 

'
;

"
/

 

points 3:), i}, 71., j-= 1, s;  the function 14(3) is continuous at point to. Then 

fl=FEL 
F.- = [F(i'.-,3c'(ro(7, )1 x('r _1(r, )l (pt! (tall-- 66(7 (10))“ 

F(7.-.¥(To(7.- )1 x(r.-_1( )1p -)<'0'(T.- (1’. D, 6(1 (Yi)))]?- (to) i =15 
Fm = FE]. 

Ho(ig)=3c'o,then F, =0, i=l,—s_. _ 
In conclusion, we will formulate the necessity canditio'n‘s of-eoptimality‘ for the 

optimal problem (4)—(7). 
' Theorem 4.'L‘et 2' = (2321560110) be a optimal element for problem (4H7) (see 

def.3); 3: E ((2,1)), i = 0,1, 3; + 1,, < 't'] , let now, the function 1:0) is continuous at the-points 

3;, it], 2:, + If, i = l,_k. Then there exists a nan-zero vector 7: = (”m-“’7‘": ), 750: S 0' and 
solution 1,110!) = (111,0) ..... u!” (t)) of the equation _ _ _ 

1170) = —y1(t)A(t) — 2—: Mt + 1:, )D, —-Zwo(t- + 1,. )fy‘f‘[t- + '13.] , r E [2;] , 2}] , 

no.6.) = no, t e.[2;,2;], 1,11,,(1) = 0, w(t) = 0, t > 2;, To = 0, 

6 



such that the following conditions are fulfilled:
4).
i 

"Q)t"bl* 
vQYtQt= ii"h"0)r"(,,;(' - t,\...,;Q - t r\")+tvQpu!" ,.V",r,I

where

f"ltl= f" (t,r(t - r"),...,i(t - r,)'a(t)):
5)

i""4 Q,.r(',)) = v,(7). i = t,...,n;

+ iv([ * r,)Q[x, -oli")l=o:
Trl

ir,qi (r .4i,1\=v.(i )"r'{4)*,/(4)lA('')i(4 )+ > D'iii - r )- ct(r)l'

It is not difficult to see, that this theorem is a corollary of the Theorem 3'

Theorem 5. I-et Z = (fo,i,;0,ro) be a optimal element for problem (4)-(7) and

i, e(o.b). i =0.1. % +?. + I besides

c'(r"r(r' ))= ''' (r' )- x"' i =1'n '
wtrere ,rj, ;=l,n are the fixed numbers; 

,

v.(4,)/'[r.]+ ra(1")[e(i.);(r")+ ia;(i. -",)+ cr(i.)]+ iv.(6 * 
"')

lfo(70+c,,t(70+c,-"0),..,i(To*",-",-,)'xo,q(T,+r,-r,-,)'",t0(7"+r,-c,)'ti(T"+r,))--
-f"(r"*",,i(r"*',-r,),...,i(70+t,-r,-,),v(7"),o(i,+c,-r,-,)," "p(70+r,-r-)'a(r. 

+r,))]+

I iq] I

l,=l , len':1,,1<tfI l,,l l
.ass161 76 = (no,...,n,),

1)

v,1r,)[2,,i41;1;. - r,)+ a(r");(6)]+ v(r.)[oii)t{i). i at(t - z,)+ cr(4)]+

. [i t. {t" - r,p, (7" + r,) + rv (7" +, )o, }'" 
- o('. )] = o;

*.(E)|i,,(i)r(i -",)+a(ip(r,)]*,r(r,[<nXil-,ia<4 -",;+ ca(i)] = o

,f ' (r, y0,... 1,,, n) = ) a,(t)y, a(t)"(t) ;

Then there exists a non-zero

the equation
kk

rrr(r)= -,r(r)a(r)- ) ar(t +r,)o, -\v"(t + t,)a,lr + t,l,
i=l t=0

(v 
"(r,),v' 

(r,)) = ", v oQ) = n o' t e 17",7,1' v,(r) = o' v
such that the following conditions are fulfilled:

6) if d,t)+ 0 then 4(t)= s'sr(o-(t)), where o'(r)

function ryo(r)D(t) + i4(t)c ;

n, <0 and solurion r4(l) of

l

t>7.

is i-th coordinate of the vector

t € lto,tl

(/)= o,

such that the following conditions are fulfilled: 

I122(2)f°[t]+112(t)Cu )—m22|iv(2)f (”(2211). .x(2 rtlu)+w(t)Cu1 
‘ té[t°’ t1} - v i a  2 2 1 2 ' .  ' .2‘1':n~ " ;  

Where ' 2 . - ; 

2°E21= f (2 x12 21). .212 2) 1)) 

EWMWLEGD =:11/,r(ii),: ~-i"='1;.. -n; 

W00 (o)f° to]+ll7( )[ 205212220 )+2D,-x(_t';— r)+Cu(to)]+2wo(t +13) 
i=1 i=1 

[fogs +r,.,x(to+~r -’Co),1..,f(7o+r -T1_1)2xo2(0(75+7—‘F.-21)2---2¢(.to+7 —rk_),iz('t_' +2: 
-3206; +Ti,x(t0+‘t,1'o...).fl3( +ri— 1H), goi'( 0,)(o(t"0 +r,— rm),..., W0 +7,'l_ ‘71)?“ (17+ 

+21%” (to+'r.) DH):o (23)]:0, 

22.21222'1»= 201212212.12212112121212»$2.212:2122212)} 
I t '  is not difficult to see, that this theorem is a corollary of the Theorem 3. 

Theorem 5. Let 2' =(27,,?1,32(--),u()) be a optimal element for problem (4H7) and 
’2: E(a,b), 1‘: 0,1, 2‘0 +2, 22?; besides 

qi(t,,x(t,)) = xi(tl)-x{, i = fit, 

where x; , i = 1,121 are the fixed numbers; 

f 0 (  ( t y 0 " '  'u)yu’ ) = 2 a i ( t )  'I'b(t))l€(t; 

"'1 
U0: u= E esluiISI 

“k 
Then there exists a non-zero vector 71: = (no,...,n'" ), 71:" S 0 and solution 111(1) of 

the equation) 

11‘1(t)=—1,1/ )-ll(t+11)D- ‘2Wo(t+71)a1[t+T-]- te[i},,i}] 
i=0 

(w0(?;),w(( “:t»: 7:, 11/00): no, t e [tmtl], 11/0 (t) = 0, l]!(t)= 0, t >  i; , 
such that the following conditions are fulfilled: ‘ 

6) if O}(t) ¢ 0 then il}(t) = sign(a,.(t)), where a'i(t) is i—th. coordinate of the vector 
function wo (t)b(t) + ly(t)C ; 

7) 

212122121212 —2>+212)212)]+w12> 21212121+i2212 —2)+c212)]+ 
i=0 i=1 

+ i21222121222122212221212 21211=o 
i=1 

12121221211212:2—)+212)212:)]+2121212121222221222)+c2121)]=o 

23);]22 
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SUBALGEBRAS OF TIIE FREE CYCLIC HEYTING ALGEBRAS

Guram Bezhanisvili and Revaz Grigolia
Institut e Qf C! b e rnetic s

we characterize tt *otr"o.,iTffiito"e cvclic Hevting alsebra oltl
In panicular, we Fove that every subalgebra of F(l) is projective' and that
a finite Heyting algebra is a subalgebra of F(l) iff it is prqective'

I Introduction
Heyting algebra (8,v,^,-+,0,1) is a bounded disftibutive lattice (H,v'^,0'1)

with an additional binary operation ): HXH)H such that for any 4,'€H
x<4)btraa r<b.

(Here ,r<) iff ,r,r1=l iff .tvY=Y.;
It is well-known that the class of all Heyting algebras forms a variety, which

will be subsequently denoted by HA Heytirg algebras play an important role in
different branihes of mathematics: opens of a topological space, the lattice of
congruencas of a lattice, the object classificator of'a topos, as well as algebraic models of
Intu]tionistic Logic all form Heyting algberas. These (and other) impofinat features
boosted a thoroulh investigation of Heyting algebras. A lot of results have been obtained'
We will list only some of them: representation of Heyting algebras by means of Esakia
spaces, which are "good" Priestley spaces [5]; descdption of finitely generated free
Iieyting algebras [4], Grigolia [8], Bellissima [2], Ghilardi [7], Butz [3]" -$3 

iharacterizes all subalgebras ofthe free cyclic Heyting algebra F(1) - theso-
called Rieger-Nishimura ladder. it is shown that every subalgebra of F(l) is projective'
and that a-finite Heyting algebra is a subalgebra of F(1) iff it is projective Atoms and

co-atoms of the lattice S(F(1)) of all subalgebras of f'(l) together with the Frattini
subalgebra of F(1) are also described.

2 Preliminaries
Recall that a topological space (X,O) is called a S/o,? space if itis 0-dimensional'
compact and HausdJrff. ;cx issaidtobe clopen lf A is simultanebusly closed and
open. For these and other elementary notions from general topology the reader is refered
t; Engelking [4] . We denote the set of all clopen subses of X by CP(n- t-et-(X,n) be a partially ordered set. For any '€X and AEX' let

R(r) = {y€ x: rR}}, R(A) = U*AR('I), R-r(r) ={) € x : )Rt} and Rr(A).= U*iRr(t)'
A issaidtobea R-cone of x if R(A)=A (-R t-A=A) we call A a down R-
cone if R1(A) = A, - R- A= A .

Suppose a tdple (X,Q,R) is given, where (X,O) is a Stone space and R--a
partial order on X. R is s?lld to be point'clos?d if the set R('r) 

-is 
closed for every're X. R is said to be an Esakia relation 1f R is point-closed and the following

condition is satisfied:
(*) A € CP(x) =+ R-r(A) e CP(X)

We denote by CON^ (X) the set of all clopen R-cones of X Recall that every
Esakia relatioll satisfies the following Priestley separation propefiy:
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SUBALGEBRAS OF THE FREE CYCLIC HEYTING ALGEBRAS 

Guram Bezhanisvili and Revaz 'Grigolia 
Institute of Cybernetics 

Abstract 
We characterize all subalgebras of the free cyclic Heyting algebra F(l). 
In particular, we prove that every subalgebra of F(l) is projective, and that 
a finite Heyting algebra is a subalgebra of F (1) iff it is projective. 

1 Introduction 
Heyting algebra (H y ,A,-—>, 01) is a bounded distributive lattice (H v, A ,0,1) 

with an additional binary operation —>: H xH—>H such that for any a, b e H 
x _  < a —> b 4:) a A x -  < 12. 

(Here x S y i f f y = x i f f x r v y = y J  _, 
It is wellvknown that the class of all Heyting algebras forms a variety, which 

will be subsequently denoted by HA . Heyting algebras play an important role- in 
different branches of mathematics: opens of a topological space, the lattice of 
congruences of a lattice, the object classificator of .a topos, as well as algebraic models of 
Intuitionistic Logic all form Heyting algberas. These (and other) importnat features 
boosted a thorough investigation of Heyting algebras. A lot of results have been obtained. 
We will list only some of them: representation of Heyting algebras by means of Esakia 
spaces, which are "good" Priestley spaces [5]; description of finitely generated free 
Heyting algebras [14], Grigolia [8], Bellissima [2], Ghilardi [7], Butz [3]. 

§3 characterizes all subalgebras of the free cyclic Heyting algebra F(1) -- the'so- 
called Rieger-Nishimura ladder. It is shown that every subalgebra of F (1) is projective, 
and that a finite Heyting algebra is a subalgebra of F0) iff it is projective. Atoms and 
co-atoms of the lattice S(F(1)) of all subalgebras of PU) together with the Frattini 
subalgebra of F (1) are also described. 

2 Preliminaries 
Recall that a topological Space (X,Q) is called a Stone space if it is 0-dimensional, 
Compact and Hausdorff. A c X is said to be clopen if A is simultanebusly closed and 
open. For these and other elementary notions from general topology the reader is refered 
to 'Engelking [4] . We denote the set of all clopen subsets of X by CP(X). 

Let (X,R) be a partially ordered set. For any .xe X and A g X , let 

RC”): {3’6 X in}. MA) = UmRoc). R" (x) ={ ye X : n} and 124m); UMR“ (x). 
A is said to be a R-con’e of X ‘if R(A)=A (.—R“l _ A =  A). We call A a down R- 

cane if R"(A)= A, - -R  A :  A 
Suppose a triple (X,  9 ,R) is given, where (X, 82) is a Stone space and R - a 

partial order on X. R is said to be point-closed if the set R(x) is closed for every 
xe  X . R is said to be an Esakia relation if R is point-closed and the following 
condition is satisfied: 
(*) A e CP(X) => R"(A)e CP(X). 

We denote by CONR (X) the set of all clopen R-cones of X. Recall that every 
Esaltia relation satisfies the following Priestley separation property: 

© Institute of Cybernetics , 9 



(*x) For any a,yeX,lf .I is not R -related to y, then there exists UeCONRG)
such that

xeUand)teU.
Hence every Esakia space is a Priestley space, but the conveNe is not true in

general. An easy counterexample is the space shown in Fig.l below.

23

r
Fig. l

Here X is the Alexandroff compactification of the set of all natural numbers (with the
discrete topology), and the order is defined by putting ,R/, iff n=m, aRn fot any
natural n, and .o-R@. Then it is obvious that {r} is clopen for every natural n, while
R 1 

{nl = {n,@l is closed, but not open. Hence X is not an Esakia space. On the other

hand, it is easy to check that X is indeed a Priestley space.
Now in the same way as Priesdey spaces serve as duals of distributive lattices

(Priestley [11]), Esakia spaces serve as duals of Heyting algebras (Esakia [5]). In fact, we
have that every Heyting algebra is represented as the algebm of all clopen R-cones of the
corresponding Esakia space.

Here we recall that the dual space (X,O,R) of a Heyting algebra 11 is

constructed in the following way: X is the set of all prime filters of FI, R is the set-
theoretical inclusion, E(a) denotes the set {le X..ae xl for eyery ae H)E(H)
denotes the set l(p(a)l cH and Q is defined on X by announcing the Boolean closue

A(E(fi)) ofthe set @(A) as a base for the topology.

Also recall that (q(A),u,^,-+,A), wherc A-B=-Ri(A-B)=
{.x€X:Vy(}Ry&)€ A-yeB)l for every A,B€q(Il), consrirutes a Heyting

algebra which is isomoryhic to the initia! 11, and that E@) = CON^(X). Hence every

Heyting algebra is represented as the algebra of all clopen R-cones of the corresponding
Esakia space.

This correspondence between Heyting algebras and Esakia spaces can be extended
to the dual equivalence of the appropriate categories. For given two partial orders (X7, R1)

and(&,R), call afunction f tXt-'X2 monotone if rR,y implies f(x)R2f1),for
any r,)€ X| Call f sffongly monotone if in addition /(.t)Rry implies

(fz€ Xr)(rRrz and /(z)=tl),forany xe Xt 
^nd. 

ye X2.

Now / is said to be an Esakia morphism if J is continuous and strongly
monotone. Hence Esakia morphisms are stronger than Pdestley morphisms, srnce
Pdestley moryhims arc only continuos and monotone. An easy example of a monotone
map, which is not shongly monotone , is shown in Fig.2 below.

y .-------------->. fu)
A

I

Ir ._-____________) . -fl.r)

Fig.2

l0

(**) For any 3:, ye- X if x is not R —-related to y, then there exists U e CONR (X) 
such that 

x e  U and y e U. 
Hence every Esakia space is a Priestley space, but the converse is not true in 

general. An easy, counterexample is the space shown iILFig.l below. 

7], 2 3 4  

a) 

X 
Fig. 1 

Here X is the Alexandroff compactification of the set of all natural numbers (with the 
discrete topology), and the Order is defined by putting a iff n=m, a for any 
natural n, and coRaz. Then it is obvious that {n} is clopen for eVerynatural n, while 
R"{n} = {mm} is closed, but not open. Hence X is not an Esakia space. On the other 
hand, it is easy to check that X is indeed a Priestley space. ' 

Now in the same way as Priestley spaces serve as duals of distributive lattices 
(Priestley [11]), Esakia spaces serve as duals of Heyting algebras (Esakia [5]). In fact, we 
have that every Heyting algebra is represented as the algebra of all clopen R-cones of the 
corresponding Esakia space. 

Here we recall that the dual space (X ,9, R) of a Heyting algebra H is 
constructed in the following way: X is the set of all prime filters of H, R is the set- 
theoretical inclusion, (p(a) denotes the set { xe  X m e  x} for eVery a e  H, g0(H') 
denotes the set {(0(a)}aE,, and S2 is defined on X by annOunc'ing the Beolean Closure 
B(§0_(H )) of the set 40(H) as a base for the topology. 

Also recall that ((0(H),U,n,—),®) , where A —> B = —R'1 (A — B) = 
{ xe  X :Vy(n& y e  A => y e  B)} for every A,Be (0(H), constitutes a Heyting 
algebra which is isomorphic to the initial H, and that (pCH) = CON R (X). Hence eVery 
Heyting algebra is represented as the algebra of all clopen R-cones of the corresponding 
Esakia space. 

This correspondence between Heyting algebras and Esakia spaces can be extended 
to the dual equivalence of the appropriate categories. For given two partial orders (X 1, R1) 
and (X2, R2), call a function f : X 1 —> X 2 monotone if l y  implies f (x)R2 f (y) , for 
any x, y e X,.  Call f strongly monotone if in addition f (:x)R2 y implies 
(Elze X1)(lz and f(z)= y),  forany x e  X, and y e  X2. 

Now f is said to be an Esakz'a morphism if ,f is continuous and strongly 
monotone. Hence Esakia morphisms are stronger than Priestley morphisms, since 
Priestley morphirns are only continues and monotone. An easy example of a monotone 
map, which' Is not strongly monotone, is shown' in Fig. 2 below. 

y ——->- fly) 

x - — 6 -  fix) 

Fig.2 - 
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Now we have that the category of Heyting algebras and Heyting homomorphisms
is dual (dually equivalent) lo the category of Esakia spaces and Esakia moryhisms (Esakia

[5]).
Exploring this duality, many important algebraic results can be simply proved

using the dual category of HA. For instance, homomorphic irnages of a Heyting algebra
Il conespond to closed R-cones, while subalgebras of a cofiespond to images under
Esakia moryhisms of its dual X r . For further results in this direction we refer to Esakia

[6].

3 Subalgebras of the Rieger-Nishimura ladder
This section is devoted to subalgebras of F(l). In order to chancterize them, we define
the @-sum of Heyting algebras, which generalizes the ordinary sum Hl O H2 of two

Heyting algebras Ht and H2 consfucted in the following way ,Fl, @ H, =E,w A.'
where F, and F, are such isomorphic copies of llr and 11, respectively that

a,aE"=1t,,1=10a,); further, fot ary a,b€Ht@ 11, put a<H,oH,, if either

a3r,b,a<r"b or aeH, ar\dbeH2 (a and b arc taken from Hr@ H, up to

isomorphism). Figuratively speaking, we put ll, over Hl lt is easy to prove that

<u,e n, is a lattice order on H, @ H, and thai H, @ H, forms a Heyting algebra with

respect to <H,o H? .

lAt tH,\,.. be a countable family of Heyting algebras. Define @,.,H" by

putting @*o If, ru*.a, u{T}, where I1-, are such isomorphic copies of 11, that

F,nU,.,=1tr,7=10r,.,), and Te tl, for any r; further, for any a,r€ @*,H, put

a3*..,", b if either there is 
'?€r0 

such that a<H,b or aeH., beHk and

m3k;and a3T for any ae@*.H, It is easy to prove tlat 3.".,n" is a lattice

order on @*, A, , and that @*, l/" forms a Heyting algebra with respect to <6"., H"

ll each H, is equal to 11, then we simply wite @, il .

, Subsequently we will be iirterested in @*,8,, whereeach B, 
-is 

either the two-

element or four element Boolean algebra, which we denote by 2 and 2'. The dual spaces

of @,2 and @,22 are shown in Fig.3 below

Fig. 3

is a subalgebru of F(l).
that @,22 is a subalgebra

Lemmal. Every @*. B,

Proof. First let us show

fixF.l)1x@.2,

l1

of F(1). Consider the map

Now-we have that the category :of‘Heyting algebras and Heyting homemo‘rphis’ms 
is dual (dually equivalent) to the category of Esakia spaces and Esakia morphisms (Esakia 
[5])- 

Exploring this duality, many important algebraic results can be simply proved 
using the dual category of HA. For instance, homomorphic images of a Heyting algebra 
H correspond to closed R-cones, while subalgebras of H car-respond to images under 
Esakia "morphisms, of its, dual X”. For further results in this direction we refer to Esakia 
[6]. 

3 Subalg‘ebras of the Rieger-Nishimura ladder ‘ ‘ . , ‘ ~ 1 
This section is devoted to subalgebras of F(l). In order to characterize them, we define 
the w-sum of Heyting algebras, which generalizes the ordinary sum H 6 H2 of two 
Heyting algebras H, and H2 constructed in the following way. H, 6 H2 = H, U172, 
where H, and H2 are such isomorphic copies of H, and H2 respectively that 
H, hH2 ={1H } =  {OH } ;  further, for any a,,beH 6 H2 put a_.,,,29,, b if either 
as”1 has.”z b or a6 H, and be H2 (a and b are taken from H,6 H2 up to 
isomorphism). Figuratively speaking, we put H 2 over H , .  It is easy to prove that 
5n H: is a lattice order on H, 6 H2 , and that H, 6 H2 forms a Heyting algebra with 
respect to 53.9 Hz. 

Let {Hn he“, be a countable family of Heyting algebras. Define 6”“, H n by 
putting 6m, H ,, +Ufim H, U{T}, where H, are such isomorphic copies of H" that 

H OH”, ={1,,,fl } = {OHM }, and Te H" for any n; further, for any a,be 6,5a put 
use “H b ifeither there is n e w  such that as,“ b or a e  Hm, b e  H, and 
m S k ;  and a S T  for any a s  6,,E H .  It is easy to prove that 59“ “H is a lattice 
order on 6 new ,and that 6m, H forms a Heyting algebra with respect t o <  -9“, m 
Ifeach .Hn isequal to H, then we simply write 6,, H .  . .  V 

Subsequently we will be interested in 6,5 MB where. each B is either the two- 
element or four element Boolean algebra, which we denote _by 2 and 22. The dual spaces 
of 6,, 2 and 6 22 are shown inFig. 3 below. 

. Fig. 3 
Lemma 1. Every 6m, 3,, isa subalgebra of F(l). 
Proof. First let us show that en, 22 is a subalgebra of F(l). Consider the map 
f : Km, —) X9”, 
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which identifies the points in rhe circles shown in Fig.4 below. Then ir is an easy exercise
to check that / is an onto Esakia morphism. Hence @,22 is a subalgebra of F(l). Now

since every @aoB, is a subalgebm of @,22, every O*,r, is a subalgebra of F(l)
either, o
Corolfary 2. Evety (@!=,8,)@ 2 is a subatgebra of F(I).
Proof, Filstnote thatfor every k, (@ k22) @2 is a subalgebra of @,"22.The

coresponding Esakia morphism is consaucted by identifying all the points of X@-2, of

the depth greater or equal to t. Now since every (@:=r4)@ 2 is a subalgebra of

@k27 @ 2, every (@:-r4)O 2 is a subalgebra of @,22 either. Hence every

(@:=rB,)@ 2 is a subalgebra of F(l). tr

a
Fig. 4

Lemma3. Every (@j_r 4) O f (l) is a subalgebru of F(t).

Proof, First let us show that for every f, (@:=r8,,)@F0) is a subalgebra of F(l).
Iddeed, for every i, consider the map g* :Xan; + Xs,2,e,.1,,, which is analogous to /
from Irmma 1, but stops identilying points starting from the depth f+2 (see Fig. 5

below).

.._-.-->

1,3

5

7q

l1

T3

15

t7

19

2

4,6

8

10

12

t4

t6

18

12

which identifies the points in the Tcirdes shown in Fig.4 below. Then 'it is an easy exercise 
to check that f is an onto Esalda morphism. Hence @522 is a subalgebra of F(1)‘. "Now 
since every @150: BI is a subalgebra of em 22 , every 69"“, Bu is a subalgebra of F(I’) 
either. El 
Corollary 2. Every ($1:a )EB 2 is asubalgebra of F(1). 
Proof. First note that for every k , (6 22) GB 2 is a subalgebra of $.12 22 The 
corresponding Esakia morphism is constructed by identifying all the points of X ‘9 2, of 

the depth greater or equal to k. Now since every (@fiflB )EB 2 is a subalgebra of 
(:1: 22) ® 2 ,  every (6MB ) 6  2 is a subalgebra of ED 22 either. Hence every 

MB ) 6  2 isasubalgebra of F(1). I: 

Fig. 4 
Lemma 3. Every (69:, B )6? F (1) is a subalgebra of F( 1) 
Proof. First let us show that for every k, (69* B )€BF(1) is a subhl-gebra of F (1). 
Iddeed, for every k, consider the map g k . X rm —) X 

n=1 

6 216”“) , which is analogOus to f 
a) 

from Lemma 1, but stops identifying points starting from the depth k-FZ (seerFig'. 5' 
below). 
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Fig. 5
Then it is easy to check that gr is

a'.)

an onto Esakia morphism. Hence (@r22)

O f(1) is a subalgebra of F(l). Now since every @j=, B" is a subalgebra of @* 2'z. every

(O:=1r,) @ f(1) is a subalgebra of (@r 2') @ F(l), and hence is a subalgebra of F(1) as

\a ell. tr

Theorem 4. A Helting algebra H is a subalgebra of F(1) iff either H =@,.,B,,
u =@i=,a, ot H = (@:=tB^)@ F(r).

Proof. As follows from Lemmas I and 3 and Corollary 2, @,.,8,, @:=18, and

(O:=,B,)@F'(l) are all subalgebms of F(1).

In order to prove the converse, we need some preparation. Ffust let us recall that a
partition E of an Esakia space x is said to be colrec, if the following two conditions are

satisfied:
1) For all r, ],2 € X , if xEy and )Rz, then there exists w € X such that tRl,

and wEz:
2) For all x,ye X, if it is not the case that,{t}, then there exists an E-saturated

clopen A (that is E(A)=A, where E($=U*^Ebr) and E(wr={v€X:wEv})such
that x€A and ye A.

(Note that 2) implies that every equivalence class of E is closed.)
It is well-known that there exists a one-to-one corespondence between conect

partitions of X and images of X under Esakia morphisms. Hence there is a one-to-one
correspondence (actually dual isomorphism) between subalgebras of a Heyting algebru
Fl and corect partitions of the dual X1J of/L
Claim 5, For any correct partition E oJ Xe11y, every equivalence class C of E is
conver, that is ftom x,yeC anl xRzx! itfollows that zec .

Proof, Indeed, suppose x, y € C and xRzRy. Since ytx and xrRz, then 1 ) implies that

there exists 1r such that yR19 and zEn , wEz and zRy imply that there exists v such that
wRv and vEy. Continuing this process, we obtain an increasing chain of points of Xp11;,

Since X111; is dually well-founded, this process will and up at a maximal point, say Il
Now since a is maximal, 1) implies that, is E-equivalent to both .I and {. Hence
z€C. a

Now let us get back to our proof of Theorem 18. Suppose /1 is a subalgebra of
F(l). Let E be the conesponding corect partition of Xp11;. Then either every equivalence
class of E is finite (hence 11 is infinite), or there are only finitely many equivalence
classes of E (hence Il is finite), and all but one of them is finite. Indeed, since every
equivalence class of E is closed, if a class contains infinitely many points, it also should
contain a . Hence there can not be two infinite equivalence classes of E.

In either case (xF(rlE,R) is dually well-ordered, where R is defined onXs11;

componentwise. v is said to col)er w if ltRu and whenever wRuRv, either w=l or
u=v. Call a point , of Xo,,, /, degenerute if there exist two non-RE-comparable

points ur,}{,, € XFo) /, such that u, is the only cover of tt and it is not the case that

l'RE12. (Note that in XFrrr there isjust one degenerate point denoted by 3 in Fig,5.)

13
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Fig. 5 to 
Then it is easy to check that g is an onto Esakia morphism. Hence (@ 22) 

6 F0) is a subalgebra of F (1) Now since every @ B is a subalgebra of 69,, 22, every uni 

(GEL, B )@ F(l) is a subalgebra of (G) 22) EB F (1) and hence' IS a subalgebra of F (1) as 
well. :1 
Theorem 4. A Heyting algebra H is a subalg‘ebfa of EU) ifi either H :  QM}? n, 
H :  @;_,B or H :  (effls )aaFa). 
Proof. As follows frOm Lemmas 1 and 3 and Corollary 2, (DE MB $F,B,, and 
(95:13" ) 6-) F (1) are all subalgebras of F (1). 

In order to prove the converse, we need some preparation. First let us recall that a 
partition E of an Esakia space X is said to be correct if the folloWing two conditions are 
satisfied: 

1) For all x, y,ze X ,  if- xEy and s, then there exists w E X such that w 
and s; 

2) For all )1, y e  X , if it is not the case that xEy, then there exists an 'E-samra‘te'd 
cl'open A (that is E(A)=A, Where E(A) = ‘  E(w) and, E(w)" = {VE X:wE,v’}) such - , “EA , _ 

thatfxeA and y e  A .  
(Note that 2) implies thatevery equivalence class of E is closed.) . 
It is well-known that there exists a- one-to-one correspondence between correct 

partitiOns of X and images of X under Esakia morphisms. Hence there is a one-to-one 
correspondence (actually dual isomorphism) between subalgebras of a Heyting algebra 
H and correct partitions of the dual X” of H. 
Claim 5. For any correct partition E of Xa every equivalence class C of E is 
convex, that is from x, y e C and sRy it follows that 26 C .  
Proof. Indeed, suppose x, y e  C and sRy. Since yEx and s, then 1) implies that 
there exists w such that w and zEw. s and zRy imply that there exists v such that 
v and vEy. Continuing this proCess, we obtain an increasing chain of points of Xm). 
Since Xpa) is dually well-founded, this process will and up at a maximal point, say u. 
Now since u is maximal, 1) implies that u is E-equivalent to both x and z. Hence 
ze C .  E! 

Now let us get back to our proof of Theorem 18. Suppose H is a subalgebra of 
F(1). Let E be the corresponding correct partition of Xm). Then either every equivalence 
class of E is finite (hence H is infinite), or there are only finitely many equivalence 
classes of' E (hence H is finite), and all but one of them is finite. Indeed, since every 
equivalence class; of E is closed, if a class contains infinitely many points, it also should 
contain a) . Hence there can not be two infinite equivalence classes of E. 

'In either case (X Fm IE,R) is dually well-ordered, where R is defined on XFCI) 
Componentwise. v is said to cover w if v and whenever wRuRv, either w=u or 
u=v. Call a point w of X m) / E degenerate if there exist two nonaRE-compar'able 
points w,,w2 e Xi") IE such that W1 is the only c q  of w and it is not the case that 
n-wz. (Note that in X no there is just one degenerate point denoted by 3 in Fig.5.): ‘ _ , 
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Cl^im 6. If there is o de]enerute point in XF()/E,thetu Xr,r,lu is isomotphic to the

dual of either @ *. B , or (@j=r B, ) @ 2.

Proof. Since the width (thar is the cardinality of a maximal anti-chain ofpoints) of Xrd)

is 2, the width of XF0) /E is no more than 2. Further, Xo,,, /. is dually well-ordered

and contains the least element t(@) . (Note that eirher E(a) = 61 s1 t(a) contains the

whole lower part of X.0).) Furthermore, for any weXFi\/E , if l',Rr and ,r and r are

of the same R-depth, then wRv as well. Hence X.0) /E is the sum of l- and 2-

element sets, and hence is isomorphic to the dual of either @,,,.8, or (@:=tB^)@ 2.

tr

Claim 7. There may exist only one degenerate point in X Fll\ / 8, say xE. Moreorer, the

equh)ale ce class xu consists of just one point, and so do all other equivalence classes

which are R-related to xy
Proof. Suppose x6 is a degenerate point of Xo,,,/r. Then there exist ur,1r2€X..u/,
such that rrl is the only cover of xE and it is not the case that *sRu2 . Suppose r|:6

consists of at least two points. From the structure of Xr() it directly follows that one of
those points is X-related to a point from w2, and hence iERw2, a conffadiction. Hence
rE consists ofjust one point t

Now suppose r is of the depth n, and show that the equivalence class containing
another point of depth n also consists only of that point. Indeed, denote another point of
depth n by ). Suppose yEz Md z*y, Then Claim 5 implies rhat {Rr. Hence there

should exist & such that )Rr and r.rEr, which is impossible. Thus the equivalence class
containing ), consists only of ),. Now consider a point z of depth ,+1 which is not
related to y and show that the equivalence class containing < also consists only of t.
Suppose zEa and u+2. Then Claim 5 implies that rRy, and from zEu arrd uRy lt
follows that there exists r such that zRy and vEy, which is again a contradiction, hence
the equivalence class containing z also consists only of I. In the same way one can show
that the equivalence class containing another point of depth a+l also consists only of that
point. Continuing this process we get that every equivalence class R-rclated to .rE

consists ofjust one point.
It follows that there may exist only one degenerate point in Xr(r) /r. Indeed, since

XFl) /, is dually well-founded, there exists the first degenerate point r, = {r}. Now all

the equivalence classes R-related to .rE contain only a single point, and X.(1) /E repeats

the lower part of XFo) starting from ir. Hence there is just one degenerate point in

XF\jlE.ta
It directly follows from Claim 7 thatif Xro)/E co_ntains a degenerate point, then

the upper part of X.(r)/, is the sum of either l- or 2- element sets, and the lower part

of Xrrrrlu is isomorphic to X.(r). Hence Xo,,,/u is isomorphic to the dual of

A=(@j=,8,)@F(1). Thus, if t1 is a subalgebra of F(1), then eithet H =@frdB^,
H =@LB^@2 or fl =(@:=,4)@F(1).0

Let us note that A.I. Zitkin in [t5] has shown that finite subdirectly ineducible
Heyting algebra 1/ is a subalgebra of countably many generated free Heyting algebra

F(ro) if and only if H =@:-tB^@2 .

t4

Claim 6. If there' IS no Bdegenerate point in X Fa) IE , then X Fm IE is isomorphic to the 
dual of either @m or (GBHB ) 9  2. 
Proof. Since the width" B'(that IS the cardinality of a maximal anti-chain of points) of X H1) 
is 2, the width of XF(1)/E is no more than 2. Further, X m) /E is dually well-ordered 
and contains the least element E(m). (Note that either E(a)) = a) or E(w) contains the 
Whole'lower part of XF(1)')F““hem°re' for any we X F(l) / E , if wRu and u and v are 
‘of the same R-depth, then v as well. Hence X'Fm / 1-: is_the sum of 1- and 2- 
element sets, and hence is isomorphic to the dual of either (Em B,l or (EB-i=1 B") 69 .25; 
:1 
Claim 7. There may exist only one degenerate point in X rm / E, say xE. Moreover, the 
equivalence class x5 consists of just one point, and so do all other equivalence classes 
which are R-related to x5. 
Proof. Suppose x5 is a degenerate point of X Fm I E . Then there exist w1 ,W2 6 X m) / 5 
such that w is the only cover of x5 and it is not the case that xEs . Supposexg 
consists of at least two points. From the structure of X m) it directly follows that one of 
those points is R—related to a point from w ,  and hence xEs, a contradiction. Hence 
:55 consists of just one point x 

Now suppose x is of the depth n, and show that the equivalence class containing 
another point of depth it also consists only of that point. Indeed, denote another point of 
depth n by y. Suppose yEz and 2 at y Then Claim 5 implies that s .  Heme there 
should exist it such that yRu and uEx, which is impossible. Thus the equivalence class 
Containing y consists only of y. Now consider a point z of depth n+1 which is not 
related to y and show that the equivalence class containing 2 also consists only of z. 
Suppose zEu and u at z . Then Claim 5 implies that uRy, and from zEu and uRy it 
follows that there exists v such that zRv and vEy, which is again a contradiction, hence 
the equivalence class containing 2 also consists only of 2. In the same way one can shew 
that the equivalence class containing another point of depth n+1 also consists only of that 
point. Continuing this process we get that every equivalence class R-related to Jay 
consists of just one point. 

It follows that there may exist only one degenerate point in X m)- I e . Indeed, since. 
1X Fa) / 5 is dually well-foflnded, there exists the first degenerate point x5 = {x}. Now all 
the equivalence classes R-related to x}; contain only a single point, and X m) / E repeats 
the lower part of X Fm starting from x. Hence there is just one degenerate point in 
X Fa) IE. E] 

.It directly follows from Claim 7 that if X m) / E contains a degenerate point, then 
the upper part of X m)‘ / E is the sum of either- 1'- or 2- element sets, and the lower pant" 

of X m)! E is isomorphic to X Fm- Hence X Fm / E is isomorphic to the dual of 
H :  (@H ")63F (1) Thus, if H is a subalgebra of F(1), then either 17:93.5m 

H: —e* B 692 or H =  (e;=,Bn)eF(1). n 11:] 

Let us note that AI. Zitkin in [15] has shown that finite subdirectly irreducible 
Heyting algebra H is  a subalgebra of countably many generated free Heyting algebra 
F(w) ifa‘ndonlyif H =  - ® "  B 6 2 .  "=1 
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It follows that the lattice S(F(l)) of all subalgebras of F(1) contains countably
many atoms, which are all isomorphic to the thjee element Heyting algebra 3, but are
incomparable inside F(1), and two coatoms Fl and F2, whose duals are shown in Fis.6
below.
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Indeed, it is obvious that 2 and F(l) are a least and a greatest elements of
S( F{ I )) respecrivelJ.

Further, for any natural n define a partition E" which consists of two classes, in

,one we have all the points of XFo) of the depth < n, and in another _ all the points of
Xro; of the depth > ,r. Then it is obvious that every E" is a conect partition of Xe111,

that tn is incomporable with E^,if nf q,that XFi)lE" is isomorphic to X3 for every

,, and that for any other corect pafiition E of XFc) , therc is r? such lhat E q E- .

Hence there exist countably many atoms of S(F(l)), rhey are rhe algebtas {0,a",11, ne a
(see Fig.7 below).

Furthermore, suppose 11 is a proper subalgebra of F(1). Let E be the
corresponding partition of Xp1ly. Then there arc at least two E-equivalent points in XF0).

This means that at least two back-to-back points are t-equivalent, which in tum means
that either 1,2 or 1,3 are E-equivalent as well. In the former case consider a sub_

partition of E which only identifies 1,2, and in the latter case the one which only
identifies 1,3. Then we obtain tlat either IJ is a subalgebra of F1, or Il is a sublagebra
of F2. Hence \ and F2 are the only coatoms of F(1).

(It should be noted that Fr is isomorphic to a subalgebra of F2 , but as

subalgebras of F(l) they are incomparable.)

3

5

10

12

o)

15

It follows that the lattice S(F(1)) of all subalgebras of F(1) contains countably 
many atoms, which are all isomorphic to the three element Heyting algebra 3, but are 
incomparable inside F( 1), and two coatoms F1 and F2 , whose duals are shown in Fig.6 
below. 

1,3 ' 2 
.-* 5 > ‘ 4 

‘ 7. ' 6 5 6 .9 '0" g 7 8 '04 o . 1-2 O 1 
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11 12 i . 15 ’ 0 ‘  14 
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I O 

a) 

F; _ (I) 

F2 
F’ .6“ 

Indeed, it is obvious that 2 Sid F(-1) are a least and a greatest elements of 
S(F (1)) respectively. 

Further, for any natural n define a partition 1'3n which consists of two classes, in 
‘one we have all the points of Xm) of the depth S n, and in another -- all the points of 
Xpm of the depth > n. Then it is obvious that every En is a correct partition of XF(1), 
that En is incomporable with Em , if n at q, that XF(1)/E, is isomorphic to X3 for every 
n, and that for any other correct partition E of Xpm , there is n such that E <_'__‘ E,l . 
Hence there exist countably many atoms of S(F(1)), they are the algebras {(1, an ,1}, n E a) 
(see Fig.7 below). 

Furthermore, suppose H is a proper subalgebra of F0). Let E be the 
corresponding partition of Xpm. Then there are at least two E-equivalent points in X120). 
This means that at least two back-to-back points are E-equivalent, which in turn means 
that either 1,2 or 1,3 are E-equivalent as well. In the former case consider a sub- 
partition of E which only identifies 1,2, and in the latter case the one which only 
identifies 1,3. Then we obtain that either H is a subalgebra of F1, or H is a sublagebra 
of F2. Hence F1 and F2 are the only coatoms of F(1). 

(It should be noted that F1 is isomorphic to a subalgebra of F2 , but as 
subalgebras of F(_1) they are incomparable.) 



Fig.7
The dual space of the Frattini subalgebra of F(1), that is 4 nF} is shown io

Fig.8 below. Intercstingly enough, it follows that therc is an isornorphism between

4 n4 and Fr. Another interesting feature of F(l) which is worth to be mentioned is

that F(1) does rot contain a proper subalgebm which is isomoryhic to F(l).

Fis. 8
Let us finish the paper by showing thai every subalgebra of F(l) is Fojective.

Recall that an algebra A from a vadety V is said to be proiecth,e lf it is a rc$act ol a

free V-algebra.

Corollary 8. 1) Afinite Heyting algebru is a si,algebra of F(l) iff H =@:=tB^@ 2.
2) A fi.nite Heyting algebra is a subalgebra of F(1) itr H is projective.

Proof. l) direcdy follows from Theorem 4.

o)

1,2,3

16

Fig. 7 
The dual space of the Frattini subalgebra of F(1), that is F} 0 F2, is shown in 

Fig.8 below. Interestingly enough, it follows that there is an isomorphism between 
Fl n F2 and F1. Another interesting feature of F ( l) which is worth to be mentioned is 
that F(1) does not contain a proper subalgebra which is isomorphic to EU). 
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Fig. 8 
Let us finish the paper by showing that every subalgebra of F(l) is projective. 

Recall that an algebra A from a variety V is said to be projective if it is a retract of a 
free V-algebra. 
Corollary 8. 1) A finite Heyting algebra is a subalgebra of F (1) ifi‘ H = (-191:=1 B" e 2. 

2) A finite Heyting algebra is a subalgebra of F(1) if H is projective. 
Proof. 1) directly follows from Theorem 4. 
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2) As follows from Balbes and Hom ul, a finite Heyting algebru A is projective

iff fl = @l=r r, 02. Now apply 1). tr
Corollary 9. If 11 is a subalgebra of F(l) , then /1 is projective.

Proof. If It=@l=rB,@ 2, then as follows ftom Corollary 8, Il is projective. Further,

itis shown in Grigolia [9] that if either H =@*.8" or 11=(@;=r4)@F(l),then H is

a retract of F(ad) - the free countably generated Heyting algebra. Hence H is projective
(Though Ii = @*.-B, and IJ = (@;=r 4) O F(1) are not retracts of F(1). o
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2) As follows from Balbes and Horn [1], a finite Heyting algebra H 18 projective 
iff H =  ®"_1B 632. Now apply 1). 1:1 ‘ 
Corollary 9. If H is a subalgebra of F0) , then H is projective. 
Proof. If H :  9:13 (-B 2, then as follows from Corollary 8, H is projectivefFurther, 
it is shown 1n Grigolia [9.] that ifeither H = 69* MB or H :  (69" B )69 F(1). then H is 
a retract of F(co) -- the free countably generated Heyting algebra. Hence H is projective. 
(Though H :  ® and H :  (6" B )EBFO) arenot retracts of F(1). 1:1 

u=l 

new Bu n=1 
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Abstract
A model of quantum computation is presented, based on gauge field theory. Tn

our opinion, it generalizes holonomic quantum computation introduced in

[1],[2]. In addition to the construction given in [3] which we reproduce in the
third section, a vector bundle on the pammeter space M is constructed also when
an oDE on M is given [4]. This is done in the second section This will give a

simulation of gauge field theory on quantum computers simila y to [5].

l.Quantum model of the computation
After the celebrated work [6] of P.Shor, model of qualltum computation were

considered by many authors. For introducing necessary notions and statements one may
consull \\ orks of [7].[8].[91.

Quantum Computer is a new theoretical model of computation based on the laws of
quantum mechanics. Such model of computation has been considered by R Landauer [10]'
R.Feynman [11], C.Bennett [12], D.Deutsch [13] and P Benioff [14]. In classical computers,
the elementary information unit is a bit. The quantum analog of a bit called a qubit. A two state

quantum system is described by a unit vector in lhe Hilbert space Cr. One of the two states

will be denoted by l0), conesponds to the vector (.1,0) . The other state, which is orthogonal to

the tust one, will be denoted by ll) = (0,1). These two states constitute an orthogonal basis to

the Hilbert space. The state space for qubits, each with basis {0),lt)} fras basis

{0)810),10)@11), r)@10),lr)el1)} which can be written compactry as {00),104,110)'111)}.
One posible realization ofqubits, which is founded on the ion trap is consider in [15].
A basis for a three qubit system is {000),1001), 010), 100), 014,1104,]110),1111)} and

in general an a qubit system has 2" basis vectors, since tensor prcduct arbitrary vector spaces

& and Fz has dimension dim 4 x dim 4
The state 00) + 11) is an example of a quantum state that cannot be described in term

of the state of each of its components. In other words, we cannot. fitd at,az,b rbz srtch that
(',l0)+ r,14)s (,,l0)+ r,11))= 100)+lt1)

since

(",10)+r,lr))@ (a,l0) + b,ll))= a,a,oo)+ a,a,lot)+4a,lt0)+r,r, rr)
and a&2=0 implies that either .t1a2=0 ot btb2=0. States which cannot be decomposed in this
way are called entangled st^tes.

More generally, we write l;) to mean l;, ,,...,i0) where lir) are the binary digits ofthe

number i. This replesentation allays us to use our quantum systems being a computer. The
general state which describes this system is a complex unit vector in the Hilbert space, called
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THE GAUGE'QUANTUM COMPUTATION 

Gia Giorgadze 
Institute of Cybernetics 

Abstract 
A model of quantum computation is presented, based on gauge field theory. In 

' our opinion, it generalizes holonomic quantum computation introduced in 
[1], [2]. In addition to the construction given in [3] which we reproduce in the 
third section, a vector bundle on the parameter space M is constructed also when 
an ODE on M is given [4]. This is done in the second section. This will givea 
isimu‘lation of gauge field theOry on quantum computers similarly to [5]. 

1.Quantum model of the computation 
After the celebrated work [6] of P. Shor, model of quantum computation Were 

considered by many authors. For introducing necessary notions and statements One may 
consult works of [7], [8], [9]. 

Quantum Computer is a new theoretical model of computation based on the laws of 
quantum mechanics. Such model of compotation has been considered by R.Landauer [10], 
R.Feynman [11], C.Bennett [12], D.Deutsch [13] and P.Benioff [14]. In classical computers, 
the elementary information unit is a bit. The quantum analog of a bit called a qubit. A two state 
quantum system is described by a unit vector in the Hilbert space C2. One of the two states 
will be denoted by |0) , corresponds to the vector (1,0) . The other state, which is Orthogonal to 

the first one, will be denoted by [1): (0,1). These two states constitute an orthogonal basis to 
the Hilbert space. The state space for qubits, each with basis i0),|1)} has basis 
{0)®|o),|0)®|1), 1) ®|0),|1) em} which can be written compactly as [oo),|01),|10),|11)}. 

One posible realization of qubits, which is founded on the ion trap is consider in [15]. 
A basis for a three qubit system is {000),l001),|010),|100),[011),|101),|110),|111)} and 

in general an n qubit system has 2" basis vectors, since tensor product arbitrary vector spaces 
F1 and F2 has dimension dim F, x dim F2 . 

The state |OO> + |11> is an example of a quantum state that cannot be described in term 
of the state of each of its components. In other words, we cannot find a 1, a2, 17 1, 122 such that 

(a1|0>+b,|1>)®(a2|0>+b2ll))= |00) +111) 

-(a,|0)+b,|1))® (a,|0)+b,|1))= a,a,|00)+a,b,|01)+b,a,|10)+b,b,|11) 
and a1b2=0 implies that either a1a2=0 or b1b2=0. States which cannot be decomposed in this 
way are called entangled states. 

More generally, we write [1) to mean 

since 

_,,...,io) where Iii) are the binary digits of the 
number i. This representation allays us to use our quantum systems being a computer. The 
general state which describes this system is a complex unit vector in the Hilbert space, called 
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the superposition 'i",;4, *tt"t" !p,1' = t. m" tni iut ,1ate will correspond to the input

for the computation. We will then pertorm elementary operatio s or't the system The
operations will correspond to the computational steps ln the computation' just like logical gates

aie the elementary steps in classical computers. Assume that all the operations are performed
on an isolated sysiem, so the evolution carl always be described by n unitary matrix operating
on the state of the system.

Definitioln l. A quantum gate on k qubits is a unitary matrL'c U of dimension 2" x2* '
The example of a simple quantum gate operating on one qubit is

i0 ll
"ot 

=l r ol
where operate on the superpositions by walll

Nor(.",0)+ c'll))= c,,lr)+ c' o)'
In general, NOT gate operates on the fiIst qubit in a system of t? qubits, in the state >c,|t,.. i,)

this state hansforms to )c,1rorl;,)11,...;,) =)c,l-;,;,...i^).

and

Another quantum gate is the controlled NO? gate actilg on two qubits, which computes

lhe classical tuncrion: (a.l)+ (a.(a+r)mod2) a.b' 10.1]

This irnction can be reprcsented by the 4x4 matrix CNOT:C'@Cz -C| @C'z

10
0l
00
00

'fhe CNOT gate cannot be decomposed
transformation.

(1.1)

::l
o'l
I 0J

into a tensor product of two single-bit

Quantum gates can perform morc complicated tasks than simply computing classical
functioni. An example of such a quantum gate, which is not a classical gate is a gate which

"pplies 
a general rotation on one qubit:

"", 
=f 

-J:'J " '1:; 
I

To perform quantum computation, we alloy a sequence of elementary quantum gates on
the qubit in our sysiem. Suppose, that we have applied all the quantum gates in our algorithm,
and computation-has "o-J 

to un end, The state which was initially a basis state has been

rotated to the state la)€ C'?' .

considef a measuremezt of a qubit in the state la) = co]o)+ c' t) This qubit is neither in

ttre state lO) nor in l1). The measuremeni postulate asserts that when the snte of qubit is

observed, it must decide on one of the two possibilities. This decision in made non-

deteministically. The classical outcome of the measurement would be 0 with probabitity lcolz

and 1 with probability lc,l' . After the measurement, the state of qubits is either lO) orll) in

consistency with the classical outcome ofthe measurement.

Quantum Program. The quantum analogy to Newton's Third Law is the Schrodinger
equauon

Hq'(rr)= ih+v(rr)
ol

which determines the dynamics of a particle system. The Hamiltonian operator A describes the

l9

. .  2'4 2L1 A , ' , ' 3 “' , 
the superposztzon. 2gp) , where Elf-i: =1. The imttal state W111 correspond to the input 

1:0 I=O 

for the computation. We will then perform elementary operations on the system. The 
operations will correspond to the computational steps in the computation, just like logical gates 
are the elementary steps in classical computers. Assume that all the operations are performed 
on an isolated system, so the evolution can always be described by n unitary matrix operating 
on the state of the system. 

Definition 1. A quantum gate on k qubits' IS a unitary matrix U of dimenswn 2" x 2". 
The example of a simple quantum gate operating on one qubit 1s . _ 71 - 

N 0 T = 0 1  10. 
where operate on the superpositions by wail: 

N0T(c0|0)+c,|1))= coll)+c,|0). 
In general, NOT gate operates on the first qubit in a system of n‘ qubits,1n' mthe State 2c. It, .i > 

this state transforms to 291' (NOT| 11 ))| j)=2cl. |—.i,i2.. .i ,,-) 

Another quantum gate is the controlled NOT gate acting on two qubits, which Computes 
the classical function. (a,b) l—> (a, (a + b)mod 2) a, b e {01}. 

This function can be represented by the 4X4 matrix CNOT : C 2 <8) C2 —-) C‘2 ®C2 
and 
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O

O
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O
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O
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The CNOT gate cannot. be decompose into a tensor product of two single-bit 
transformation. 

_ Quantum gates can perform more complicated tasks than simply computing classical 
functions. An example of suCh a quantum gate, which is not a‘ classical gate is a gate which 
applies a general rotation on one qubit: 
' _ c030 sin 0e” 

U9 = . —i ' —s1n0e " c036 
To perform quantum computation,we alloy a sequence of elementary quantum gates on 

the qubit in our system. Suppose, that we have applied all. the quantum gates in our algorithm, 
and computation has come to an end. The state which was initially a basis state has been 
rotated to the state |a> 6 C2" . 

Consider a measurement of a qubit in the state, Ia) = co|0)+c,|l) . This qubit is neither in 
the state [0) nor in II). The measurement postulate asserts that when the state of qubit is 
observed, it must decide on one of the two possibilities. This decision in made non- 
deterministically. The classical outcomeof the measurement would be 0 with probability [cal2 

and .1 with probability Icllz. After the measurement, the state of qubits iseither '0) or II) in 
consistency with the classical outcome of the measurement. _ 

Quantum Program. The quantum analogy to Newton’s Third Law is theSchrodinger 
equation 

HUI/(r, t)=ih—w(r, t) ‘ (1 1) 
which determines the3 dynamics of a particle system. The Hamiltonian operator H describes the 
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total energy of the system at a given time.
If we take the simple case of a particle in a static potential y, equation (1.1) can be written

as r",
| - L v' *v,,, Vt,., t = ih +\r\r r )
\zn ) ol

If the quantum state f(/,r) is of the form V/(rJ)=VO)O@, with 1d(r)l=1, then

p = ry' (r)ry (t) is time-independent and we get

EQ(t) = ih: O(t) (r.2)

H!/O) = EutO)

r I.2t issolvedby @U)=e'- wilh co=E. where E is energy of thesrate.

The remaining eigenvalue | oblern EVt = HV,t is also called the time-independent

Schrodinger equation.
If we have the initial value problem with V/(0) = V/0 we can define an operator U(,

:)
such that Hu(r;lryo)=ih+U(lqr) atrd U(O)JV)=lrl.).. We get the operator equation'dl

A -t u,
HU =ih=U with the solution U(t)=e h .U is the operator of temporal evolution and

satisfies the condition U (t) ry o@l = yQ 
" 

+ t)) .

If ly)= >.,1r) is a solution of the time-independent Schrodinger equation, then

lt{ (t)l = u (t) 4') = > c,e ^} li),

with @r =:! is the conesponding time dependent solution.

.Since the temporal evolution of a quantum system is described by a unitary operator
and U (t)=U(t)it follows that the temporal behavior of the quantum system is reversible, as

long a no measurement is performed.
Since it is not possible to non-desfuctively measrre a quantum system and we are only

interested in the result of a computation, it is not necessary that a labeling is defined for a

computation, i.e. it is not required to watch the temporal evolution of the system, as long as a

labeling for the input-and output-state 1{a and \./, is given, While the tansitions

VQ,) -+ VQ,.r) still have to corespond to simple operations Ui from a enumerable instruction

set of quantum tuansformations, the operato$ Ui don't have to direcdy correspond to Boolian
functions in classical computation theory.

We have shown that the temporal evolution of a quantum system in mathematically
desc bed by unitary operatorc, so a quantum ptogram - prog=[U6, (//,..., U,-// is a composition
of elementary unitary ffansformations.

A quantum circuit is 
^ 

directed acyclic graph, where each node is the graph is
associated a quantum gate. This is exactly the definition classical Boolean circuits, except that
the gates arc quantum. The input for the circuit is a basis state, wish evolves in time according
the opemtion of quantum gate. At the end of the computation we apply measurements on the
output qubits. The sring of classical outcome bits is the classical output of the quantum
computation. This output is in general probabilistic. This concludes the definition ofmodel.

Let us now build a repertoire of quantum computations step by step. We have seen that
classical gates can be implemented quanturnly, by making the computation reversible.

Let me define the model of quantum Turing Machine (QTM) which is the quantum
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total energy of the system at a given time. . 
If"we'take‘- the simple case-70f a particle in a-stat'ic; potential V,'eqnation'(1.13 can be. Written 

as . . 
-.J I 

[NZ—wk:- +-V(r)}y(r, z) =ih—ur(r,t) = 'I ' _. 

If the quantum state ut(r,t) is of the form Mm): WOW). with |¢(:)|_1 then 
,0: 1y (r)y/a(r) is timedndependent and we get ' 

E¢(r)=ih§t-¢(t) . - . - - - “(1.2) 
H1110) = Ell/(r) 
(1.2) is solved by ¢(t)= e ”with m -  — %, where E '  is energy of the state. 

The remaining eigenvalue problem E1]! = H It! is also called the time-independent. 
'Sehrodinger equation. 

If we have the initial value problem with IMO) =.l,(lo we. can define anoperator Um 

such. that HU(t)|wo)=iha%U(t-)lwo) and U (0)|y1> =llI/o)" We get .the operator equatibn 
.1 

H0 =17:n with the solution U (r) :e ”mill is the operator of temporal {malaria}: and 

satisfies the condition U (1)] Illa (2)) = [Ii/(r0 +1» . 
If IV’) = Ecili) is a solution of the time-independent Schrodinger equation, then 

I 

Iva»=vmlw>=zc.erli>. 
With a)I = 3;:- 1s the corresponding tune dependent solution. 

Since the temporal evolution of a quantum system is described by a- unitary- operator 
and U (r): U(— —t) it follows that the temporal behavior of the quantum system is reversible,- as 
long a no measurement is performed. 

Since it is not possible to non-destructiVely measure a quantum system and we are only 
interested in the result of a computation, it is not necessary that a labeling is defined for a 
computation, i.e. it is not required to watch the temporal evolution of the system, as long as a 
labeling for the input-and output-state 1/10. and If!" is given. While- the transitions 
Me )—> we“) still have to correspond to simple operations U,- fi'om a enumerable in'StruCtie'n 
set of quantum transformations, the operators U.- don't have to directly correspond to Boenan 
functions in classical computation theory. 

We have shown that the temporal evolution of aquantum system in mathematically 
described by unitary operators, so a quantum program - pr0g={l70, U1,...,U,,-1j is a composition 
of elementary unitary transformations. 

A quantum circuit is a directed acyclic graph, where each node is the graph is 
associated a quantum gate. This is exactly the definition classical Boolean circuits, except that 
the gates are quantum. The input for the circuit is a basis state, wish evolves in time according 
the operation of quantum gate. At the end of the computation we apply measurements 0n the 
output qubits. The string of classical outcome bits is the classical output of the quantum 
Computation. This output is in general probabilistic. This concludes the definition of model. 

Let us new build a repertoire of quantum computations step by step. We have seen that 
classical gates can be implemented quantumly, by making the computation reversible. 

Let me define the model of quantum Turing Machine (QTM) which is the quantum 
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analog of the classical Turing machine. The difference is that all the degrees of fteedom
become quantum: Each cell in the tape, the state of the machine, and the reading head of

the tape can all be in linear superpositions of their different possible classical states. By
deftnition a quantum Tuing machine is:

l. A finite alphabet A ={ #,0, },... J where # is the blank symbol.
2. A finite set K={qa,qL...,qJ machine states, with r,r€K two special states.

3. A nansirion function 6 :Q^Ix@,Ix{-1.0.1}F F.

As in classical TM, the tape is associated a head that reads and writes on that tape. A
classical configuration, c, of the Thring machine is specified by the head's position, the
contents of the tape and the machine's state. The Hilbert space of the gTM is defined as the
vector space, spanned by all possible classical configurations ]]c)j. The dimension ofthis spaca

is infinite. The computation stafis with lhe 01M in a basis state c) which corresponds to the

following classical configuration: An input of n symbols is written in positions 1,...,r on the

tape, all symbols except these , symbols are blank (#) and the head is at position 1. Each time
step, the machine evolves according to an infinite unitary matrix which is defined in the

following way. U.., the probability amplitude to transform fiom configuntion c to c' is

determined by tlansition function 5. If in c, the state of the machine is 4 and the symbol in the

curent place of the tape head is o then \lq,o,q',o',€) is the probability amplitude to go

ftom c to c/, where c/ is equal to c everywhere except locally. The machine state in c/, 4 is
changed to l the symbol under the head is changed to d and the tape head moves one step in
direction €. Note that the operation of the Tudng rnachine is local, i.e. it depends only on the
culient state of the machile and the symbol now read by the tape.

Definition 2.A unitary matrix U is said. to be approximated to within e. by a unihry
nar* tl 6 U -u'l< e.

Delinition 3. A set ofgates, G, is called universal if for any s and any unitary matrix U
on any number ofbits, U can be approximated to within e ) 0 by a sequence of gates from G.

In other words, the subgroup generated by G is dense in the group of unitary ope&tors U(r)
for all /r.

D.Deutsh was the first to show a universal elementary gates, which operates on three
qubits [l3]. E. Bemstein and V.Vazirani u6l give another proof of universlity in terms of
QTM. It was then shown by D.P. Divilcenzo [17j that two-qubit gates are universal. Note that
one qubit gate is certainly not enough to consfuct all operations. An improvement of
DiVincenzo's result was achieved later by A.Barenco et. al.[18], where it was shown that the

classical controlled not gate, together with all one-qubit gates construct a uiriversal set as well.
In fact, one l-qubit gate and the controlled not gate will do. This is perhaps the simplest and
most economic set constructed so far.

Theorem11.IEt the matrices U|,,.,,U,€ SU(n) generate a d.ense subset in SU(n). Then

any m(trL,c U in SU(n) can be approimated to within E by a product. of *,r{,"{:ll
matrices from U 

1 ,. ..,U , ,U i ,. ..,U : .

Let SU(n) rs the set of nx, unitary matrices with deteminant l.Given a universal
quantum set, we can easily convert it to a set in SU(n) by multiplying each matrix an overall
complex scalar of absolute value J, namely a phase. This overall phase does not elfect the
result of any measurement, so any gate can be multiplied by a phase without affecting the

computation. We thus have:
Corollary 1. The approximation rate of any universal set of quantum gates is

exponenti1l.
Consider followins set of 2x2 -matrices:

2l

analog of the classical Turing machine. The difference is that all the degrees of freedom 
become quantum: Each cell in the tape, the state of" the machine, and the reading head of 

the tape can all be in linear superpositions of their different possible classical states. By 
definition a quantum Turing machine 18: 

1 A finite alphabet A={#,0, I, . . ]  where # is the blank symbol. 
2. A finite set K-{qo, (11“,q machine states, with h, seK two special states. 
3. A transition function 6 :  QxExQx{—l, 0,1}I—) F. 
As in classical TM, the tape is associated a head that reads and writes on that tape. A 

classical configuration, c, of the Turing machine is specified by the head’s position the 
contents of the tape and the machine’s state. The Hilbert space of the QTM is defined as the 
vector space, spanned by all possible classical configurations {Q}. The dimension of this space 

is- infinite. The computation starts with the QTM in a basis state la) which corresponds to the 
following claSSical configuration: An input of 11 symbols is written in positions I,...,n on the 
tape, all symbols except these n symbols are blank (#) and the head is at position 1. Each time 
step, the machine evolves according to an infinite unitary matrix Which is defined in the 
following way. U E, the probability amplitude to transform from configuration c to c ’  is 

determined by transition function 6. "If in c, the State of the machine is q and the Symbol in the 
current place of the tape head is 0‘ then 6(q,0',q’ ,0",£) is the probability amplitude to go 
from c to c’, where c’ is equal to c everywhere except locally. The machine state in c", q is 
changed to q/ the symbol under the head is changed to 0’ and the tape head moves one step in 
direction a. Note that the operation of the Turing machine is local, i.e. it depends only on the 
current state of the machine and the symbol now read by the tape. 

Definition 2A unitary matrix U is said to be approximated to within 8. by a unitary 
matfixUfl‘lU—U’ISE. _ 

Definition 3. A set of gates, G, is called universal if for any a and any unitary matrix U 
on any number'of-‘bits, U can ber‘approximated to Within 3 2-0 by a sequence of‘gates from. G; 
In ether words, the subgrdup generated by G? is dense. in the group of unitary operators. U01), 
for all n. . 

D.Dei1tsh was the first to show a universal elementary gates, which operates on'thr'ee 
habits [13]. EaBernstein and V.Vazirani- [16] give another proof of universlity in terms of 
QTM. It was then shown by DR DiVincenzo [17] that two-qubit gates are universal. Note that 
one qubit gate is certainly not enough to construct all operations. An improvement of 
DiVincenzo’s result was achieved later by A.Barenco et._al.[18], where it was shown that the 
classical controlled not gate, together with all one-qubit gates construct a uhiversal set as well. 
In fact, one l-qubit gate and the controlled not gate will do. This is perhaps the simplest and; 
moSt economic set constructed so far. 

Theorem 1. Let the matrices ‘U1,..._,.U,51SU(n) generate a demie subset in SUM). Then 

any matrix U in SU(n) can be approximated to within 8 by a productmf poly[ 10g[_1_)] 
‘ 8 

matrices from U,,.. .,U ,U,,.. .:.,U 
Let SUM) is the set of .7120: unitary matrices with. determinantlfiiven a universal 

quantum set, we can easily convert it to a set in SU(n) by multiplying each matrix an overall 
complex scalar of absolute value 1, namely a phase. This overall phase. does not effect the 
result of any measurement, so any gate can be multiplied by a phase without affecting the 
computation. We thus have: 

Corollary 1. The approximation rate of any universal set of quantum gates is. 
exponential. _ _ 

' consider fdllo‘wing' set of 2x  2 matrices: ’ I 
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. fl o) fo r) fr ol /o -i\
'=lo ,j "' =[' 

o,J' "' =lo -' l' "' =l ' o J'
\,/here o,,o !,o, are Pauli matrices. Denoted by

u =|1o,+o.1. "t =f l 9" I.12 lo ,'* l
Then we have

o, = Ho,H,o, = io 
"o,,o, = oio,o-i .

Denoted by ArU fte controlled U operator with conhol bits (see A.Barenco, C,H.Benet anl
at. [ 18] ), then CNOT is Lt\o,).

Theorem 2, 1. me operators n ,o) ,,t,(o,) are fault-tolerantl!, but not universal,

f r .Lr I
2. The ser of bosis 

1^,1 d: l.Hf is universal rA.KitaevJ 9l.
t\ ) )

| 'l3.The set oI basis 1t\,(o .\ H,o: I is Iault-tolerunr ! P.Shor [6]).t-'J
4.The basis Jnl,) lnl od {n,1"^1n.r; } are not equivalenr.

ll I I I I

5, The operators n,o!,1,,(o,) are universal and faulrtokra t basis for quantum

computatio .

|. 1l r

6. The basis It ,1o ,1n.oi Iand ,n.o; .n,o 1larc not equivolen Ita,l.
tit l

The general procedure of the fault tolerant creation of the encoded eigenstate. Suppose

that the fault-tolerant operator U4 operates on the state i4r) as follows: U,14,)= (-t)14,).

Then the vectors 
] 4, ) are the eigenstates of the opentor Ua with eigenvalues I 1 . Let as we

have access to a vecto. lV)=aln"\+ Flq,l. We show that using only bitwise opemtions,

measuement, and this state lr4), the eigenvectors 14,) obtained. Denote by

1.,,7 = -! oo...o)* llrr...r).' \12 42
Apptying ,\r (U, ) bitwise, on lcar)@ r/r) we obtain

n,(un {ra,)o,z))="[ ];oo o1-]lr r...r) ln")*|v2 .l2 J

*pi{ oo...o1*}1r r...ry.)r )l{l 42' }
Therefore, fault-tolerant measurement can be made to distinguish l* oo.,.ol* ltt t...rll

[{2 42 )

from | -E100...0)- E lI...t) l.
\'/z )

2.Gauge tleory and quantum computation.
Let tbe a fibre bundle with base space X and fiber F. L€t G be a group and suppose we

have left action of G on F and let p : G --> Aut(F) the group homomorphism. Suppose the
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1 — 1 0 0  _~'o 1 6 _ 1 .0 . .  _-o: -1"..- 
'~" ‘0‘ 1 ’-' '1 ‘0‘" *“0 —1"’q‘" i :“0 " 

Where} a; ,ohcrz are'Pauli matrices. Denoted by 
._‘1 a__-1_.0" H—:E(ox+oz), a: =[0 em]. 

'1a we have 
1 l 

a, = Ho;H,ax =iaxaz.,cr_y =.cr§o'xcrz2 . 
Denoted by A kU the controlled U operator with control bits (see Aflarenco, C;H’.Bene_t1and 
cit-[18]), then CNor-is A1(crx). 

- . 1 
Theorem 2. I. The operators H, of ,A1(O‘x) arefault-roleraly, but not universal. 

l 

2. The setof basis {A1[UE}H} is universal (A.Kitaev][19]. I 

‘ l 

3. The set of basis {A2 (0.x ), H, a? } is fault-tolerant ( P. Shor [6]). 

4.;Thebasis {A,[a§}fl} and. {A2 (0;)- 3,03%} are norequivalem. 

l - _ 

5. The operators H,O'f,A1(o:x) are universal and faultatolemnt basis for quantum 
computation. 

l 

6. The basis {A2 (ax ), 11,025} and {H’Gi A167,: )} are not equivalent [16]. 

The general procedure of the fault tolerant creation of the encoded eigenstate. Suppose 
that the "fault-tolerant operator U n operates on the state“ In.) as follows: U film) = (— gilt-“h > 
Then the vectors 11):.) are the eigenstates of the operator U ,1 with eigenvalues i1. Let as We 

have access. to a vector IUI)=O£|710)+ film). We show that using only bitwise operations, 
measurement, and this state In!) , the eigenvectors [17,.) obtained. Denote by 

|cat)=%|00...0)+%|11...1). . 
Applyihg'AJUfi‘) bitWisemn lcdt>®|iy> we Obtain . , 

A](Unmcat)®|w))=a[%|00...0)+%|111.;l))m)+- ‘ 
+fi[%|00...0)+%|11...1)]n,) I ‘ 

Ther'efbre, fault-tolerant measurement can be made to distinguish [ imam-r im») 

from [%|oo.j.o) —-j—§|11...1)]. 

2.Gauge theory and quantum computation. 
Let E be a fibre bundle with base Space X and fiber F. Let G be a group and suppose we 

have left action of G on F and let p : G —> Aut(F) the group homomorphism. Suppose the 
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transition function hjj:U t ^U 
j.+ Aut(F) belong in p(C) tor att reUt^Ili and all i, j

vtith U taU j *Q, ther\ we say that G is the.r/rrcture group of the blndle. Consider a fiber

b\ndle E.E-M with fiber F. At each point reE there is a canonical subspace

V,E CT,E of the tangent space at r to E called the vertical subspace consisting of all vectors v

such that dzy=o. These are vectors tangent to fiber 4(,),which is a submanifold. A

connection on E we mean a smooth choice at each rc€E of a subspace H,E=T,E
complementary to V,E. One has t,,,,(UxF)=4UxI,F. Ler ({.})e 4UxI"E. Such a

vector is vertical if and only if 6 = 0, Thus zfl must have the form

nI!G,i= @,f(x,v[) where f(x, r,) is linear map T,U -7,F. From this follows that

n9:(t,y)= G,-f(r,r[) tle alferentiat ofthis map must interwrite the local representatives

of tro"', l1e projection maps on the vertical tangent subspaces, specifically,

dyl e.") " n f:i = n;L.,1 . dr41,,"; . One has

dt ,(xhfu,y)= G,d,n ,(xft,\ + a,\"(x\v)y\
The intertwining relation with z"'gives us

d,h, u $\v) + r, (x, h, u Q\v)) = a,4 
" 
$\v)r 

" 
(x,'\ (2.1)

One can use f2.1) to define a connection.
Theorem 3 (see [21] ). l?t tt I E - X be a bunlle with.fiber F. Suppose v,e have a set

oJ triviatizotions hu J|-'\U))U> F such that the open sets U co\)er X. Suppose that for
each triri.Llization and each (x,v)e IJ x F we haye linear maps lu(x,v):T,IJ -->T,F

varying smootly with respect to (x,r) and such that relation (2.1) is satisfred for each pair of
trivializatrons such that U i iU i + A . Then there is a uniEte connection of the bu dle fot
which the representative with respect to the given tiialisations are the gi'en lo(x.t).

In a locally trivialized vector bundle using the mentioned identification
76.,1\U x F )=T"U xT,F =T,UxFfor a connection to be linear one must have

r)(r,vf, = | (.r)(f)u where | (.t) can now be intelpreted as a linear map T,u - En(l(F), in

other words an E d(F)-value l-form on U.
Let P be a principal G-bundle over a base space X. A gauge transformation is abur\dle

isomorphism E: P -) G that conrnutes with right action. For this commute with right action it
is necessary and sufficienttnat (pg)y(pg)= (py(p))g and so

v(pe)= e-'v(p)s . (2.2)

Thus the set of all gauge transformations is the set of all maps I : P J c satisfying (2.2). The

set of all gauge transformations of P is called the gauge group of P and we denote it by G(P).

Consider a connection on E)X with veftical tangent space projectors z]"'. A
smooth curve in t is said horizontal if at each points its tangent lies in the horizontal tangent
space of that point. To be horizontal is to be an integral curve of a differential equation. In fact
consider a parametrized smooth.curv€ in E and consider lts image ul t )=(r(t ),y( t)) in a

trivializarion LrxF. On has 2""(r'(r))= (O.r'O+ f(*rrr.u(ttx'rrr)) and so rhe condition for

being horizontal is
v,(r)+ r(.r(r), y(r))"r,(r) = o.

This is local coordinates in an ordinary differential equation for &(l). Note that only the
components ,(t) are required to obey a differential equation and that i(/) can be given with
arbitrary parametization. This allows us to determine vfr) fiom r(r). Given a smooth curve o
in X a horizontal lifting of o is a horizontal 

.curve 
d in E such that ftld)=o.In a

- transition-ninetion a, :U‘, n U j '-‘—')%Aut(F-’) belongin p(G) forall' wages-(tyne all i, j 
With U i n U j at El, then we say that G is the structure group of the‘bundle. Consider a fiber 
bundle a :I E —> M with fiber F. At each point x e  E there is a canonical subspace-E 
V E C T E of the tangent space at x to E called the vertical subspace consisting of all vectors v 
such that dttv= -0. These are vectors tangent to fiberF F(x),which is a submanifold. A} 
connection on E We mean a smooth choice at each x e  E of a subspace H E c T E 
cbmplementaryto VIE. One has TWKU ><,F)_T1_U><TVF. Let (5,y)e.TxUXTVE. .Such- a. 
vector is vertical if and only if 5 : 0 .  Thus nfi’ must have the form 
117315, y)=(0 l"(x, v)5_).where I‘(x,v) is linear map TU —-—)T F From this follows that 
2:315, 37): (,5 P(x, vE) The differential of this map must interwrite the Ideal representatives 
of 71"” , the projection maps 0n the vertical tangent subspaces, specifically, 

We.» ”(33) = ”5?; y) ° Win-v) 0““ has 
dhvu (vXx 3’): (g d 1%(XXV)§+d2hvu (v)y). “ _ .1 I 

The intertWining relation with 71"” ’gives us ‘ . i ' 

dthvu (XXV)+FV (x hvu (xxv))=d2hvu (v)I‘U_(tc,v)i. . .- . h -. ~ ' H (21-). 
One can use (2.1) to define a connection. 

Theorem 3 (see [21]). Let 27:: E —> X be a bundle with fiber F. Suppose we have a set 
of trivializations by :71: l(U)—> U X F  such that the open sets U cover X. Suppose that for 
each 'trivialization and each (x,v)e U x F we have linear maps I‘U (x,v): TxU —> TVF 
varying smootly with respect to (x,v) and such that relation (2.1) is satisfied for each pair of 
trivializations such that U .- (WUJ as Q .  Then there is a unique connection of the bundle? for- 

which the representative with respect to the given trivialisations are the given I}, (x,v). 
In a locally trivialized vector bundle using the mentioned identification 

T(m(U x F) s TxU XTVF E T *0 x F for a connection to be linear one must have 
I} (x,vE = l" (xX5)v where l" (x) can now be interpreted as a linear map TxU —> End (F),,.in 
other words an End( F )-value lrform on U. 

Let P be a principal G-bundle over a base space X. A gauge transfonnationzis abundle 
isomorphism a) : P —> G that commutes with right action. For this commute with right action it 
is necessary and sufficient that high/(pg) = (py(p))g and so 
t(pg)=g"t(p)g. ‘ (22') 
Thus the. set of all gaugetransfortnation's is the s‘et'of all maps y : P‘—> G satisfying (2.2). The 
set of all gauge transformations" of P‘ is called the gauge group of P and we denote it by G(P)‘. 

Consider a connection on E —-9 X with vertical tangent space projectors 3;”. A 
smooth-curve in E is said horizontal if at each points its tangent lies in the horizontal tangent 
space of that point. Tobe horizontal is to be an integral curve of a differential equation. In fact 
consider a parametrized smooth curve in E and consider its image u(t)=(x(t),v(t)) in a 
'trivialization U X F  . On has 71"” (u’(t))= (O,v’(t)+ 1"(x(t), v(t)x' (0)) and so the condition for. 
being horizontal is ‘ I ‘ _ ' 

v’ (:)+ I‘(x(t),v(t))x’ (t) = 0. 
This is local coordinates in an ordinary differential equation for u(t). Note that only the 
components v(t) are requiredto obey a differential equation and that x(t) can 'be': given with.- 
=arbitrary parametrization. This allows us to determinew t) from x(t). Given a smooth curve 0' 
in X a horizontal lifting of o‘" is a horizontal curve 5 in E such that 7:05"): ozln -a 
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trivialization this means that once o is pammetrized, then d satisfies inhedting a

paramerization from that of o. By the existence, uniqueness and regularity theorems for
solutions of ordinary differential equations, any smooth cuNe in X has at least a local unique
ho zontal lifting passing rlrough any point y € 4 for any r € o.

Let o smooth curve in X with initial point ro and end point rr. Let y0 e 4" and assume

that there as a global horizontal lifting of owirh initial point v0. The endpoint v/ e 4, of o
is called the parallel transport of ra along o. It is obviously unique if it exists. If the

pamlleltransport exists for all yo € F*, then the map r,, r> v, delmes a diffeomorphism

4, H 4, is a linear isomolphism.

It is useful to have explicit foms for the parallel transport map. This is given by
aconstruction known as time-ordercd exponentiiil integrals. Let F be a finite dimensional
vector space and consider the following non-autonomous differential equation in F.

T=ool'a
where A(t) is a linear operator which is a C* -function of t. By the existence, uniqueness and
regularity theorems for solutions of ordinary differential equations, for any v e a , there is a

unique solution r(t) with v(a) given. In differential equation theory, one geneelly inhoduces
what is known as the fundamental solution of (2.3), that is, an t d(F.) valued function O(/,lz)

which satisfies
a _,
:aV,a)= AQVQ,a),
OI

@\a'a)= I '

One now has

vQ) = a(t ,alv(t).
Other representation of the v(r) is:

,y 1= , ",o( 1' 4,y,\,1"7
wherc called time -ordere(l erp onential int e g ru\.

l-'-t no\ Abe an End.(F)-valued l-form on a manifold X and let obe a smooth odented
curve in X One can also define the path-orderetl exponential integrcl

/r \ .+ .. \
Pe^P\l.At- tim PI_la\l,A 

)
wherc the cuNe o has been paftitioned into successive arcs o/,o2,...,oN each one inheriting

its orientation from o. Then limit is to be undemtood in relation to a fixed paramehization of
owith the manimum parameter length of the or tending to zero. Such a path-ordercd

exponential integral is an element of End.(F)
We can new use path-ordered exponential integrals to express the effect of parallel

hansport. In a tuivialisation of a vector bundle the pamllel transport equation reads

49=r(,(,)X,,(,))",
dt'

where r(/.) is a parametrized path o in U with initial point r(0) and final point r(1). Thus we
have

,1tl = r "-{- llr(,0X' t))a')"fot = r*zf;!p;
ana so .eertlff,!(O) is the parallel rransport operaror for rhe oriented curve o.

Finally, let G be a Lie group with Lie algebra g and A a g- l-folm on an open set U

(2.3)

trivialization this means that once 0‘ is parametrized, then 6 satisfies inheriting a 
parametrization from that of 0‘. By the existence, uniqueness and regularity theoremslfor 
sohitions of ordinary differential equations, any smooth curve in X has at least a local unique 
horizontal lifting passing through any point v e F for any xe  0'. 

Let 0' smooth curve in X with initial point x0 and end point x1. Let v0 6 Fx, and assume 

that there as a global horizontal lifting of owith initial point v0 . The endpoint v, e Fx, of 0' 
is called the parallel transport of v0 along 0'. It is obviously unique if it exists. If the 
paralleltransport exists for all v0 6 FXO then the map v0 1—) v, defmes a diffeomorphism 
Fx, I—a Fx, is a linear isomorphism. 

It is useful to have explicit: forni's for the parallel transport map. This is given by 
aconstruction known as time-ordered exponential integrals. Let F be a finitejdimensiOnal. 
vector space and consider the following non-autonomous differential equation in F: , 

dv t V c; ) = A(t)v(t) (2.73), 
where A(t) is a linear operator which is a C" -function of 1‘. By the'existence, uniqueness and 
regularity theorems for solutions of ordinary differential equations, for any v e  F , there is a 
unique solution v(t) with v( a) given. In differential equation theory, one generally introduces 
what is known as the fundamental solution of (2. 3), that IS, an End(F) valued function (130:, a). 
which satisfies 

-<I)(t,a) = A(t)$l?(t,a)., 
@(am) = 

One'now has 
v(t) = <1>(t,a)v(t.)' 

Other representation of the v(t) is: 

v(t)=Texp[£A(s)ds]v(a) 
Where called time-ordered exponential integral. 

Let now A be an End( F )-valued l-forrn on a manifold'X and let obe a summit oriented 
curve in X One can also define the path-ordered expane'nt‘ial integral 

Pexp(LA)= -lim PfiepA) 
N—nu [a] 

where the curve a has been partitioned into successive arcs 6,,oz,...,oN each one inheriting 
its orientation from 6 .  Then limit is to be understood in relation to a fixed parametrization of 
owith the maximum parameter length of the o, tending to zero. Such a path-ordered 
exponential integral 15 an element of End( F) 

We can new use path-ordered exponential integrals to express the effect of parallel 
transport. In a trivialisation of a vector bundle the parallel transport equation reads 

d—Vf’)— =r<x<oxx< »v 
where x(t)‘ is a parametrized path 0' in U with initial point x(0) and final point x_( I ). Thus we 
have 

v(1)=Terp(—ILIT(x(t)Xx(t))dt)v(0)=Pexp“l")1(0) 
and se- ‘PepaI‘Mm is the parallel transport operator for the oriented curve 0' . 

Finally, let G be a Lie group with Lie algebra g and A a g- 1-form on. an open set U 
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in a manifold M. Such a path exponential integal solves the parallel hansport dquation for
a principal 6-bundle with an invadant connection. In fact, consider a tdvialization U x G

ofsuch a bundle and a parametdzed curve p(r)=G(r),s0)) rnit. The tangent vector at p(r) is

6iQ),g'(t))erap xr"(,)c. with 4(,)c identified with g by right action we rcpresent this

mngent vector now by l.x'(r),g'(r)g(tf')eT,(,pxg.A. vector is horizontal if and only if

et) 'h(;0))* g't)s 6l' )8Q)= 0 thar is, if and onty if A(:r'(r))+ s'(r)g(r)-' = 0. rhus tt'e
parallel transport equation in a principal G-bundle with an invariant connection is

si _ a(,(,)hl,)e(,)

It is now easy to see that

sk t= r ",{ -l all6 X.1(" )}ar'le(o).- tJ, r
The effect ofparallel transporting a group element over an odented curve o in U is to multiply
It on tne relt DY f otp\- )!|

This result shows that parallel tanspon is globally defined as the path-oriented
etponential integral exists for any compact oriented cune with end points.

Let o be a loop in X at point r, I

o; [o,r]-+ x,o(o)= o(.t)'

For rhis oa holonomy operator !2 o\o) - P 
"^p\- b)

This acts on the fiber F*, at x0 of lhe veclor bundle E --+ X as follows:

r rl O,(o)r.
If o and o'are homotopic, ttren Or(o)= Or(o').Therefore, we obtain the map

l2A : njlM,xo)+ AutF."which is homomorphism of the groups. The subgroup

a^(n,(M,x))c AutF." is called a holonomy group induced by the connection A. Let

F(A)= dA + A 
^ 

A a cu.vature. Then the fi$t chem nurnber c,(r)= -iJ, r{a1 i,

,topological invariant of the bundle. It means, that if A and A' arc gauge equivalent, then
correspodently holonomy grotps Hol^,Holr, are conjugative in AuL,, and holonomy

group is independed to on choice of the connection.

Suppose Q,(o)e U(a) and fibre of the bundle is isomorphic C'?@C'8...@C'?.In
this case we can talk abolrt qua.ntum computer.

In the gauge quentum computer the encoding space of infomation is the fibre -Fs of
the vector bundle E -+ X and processing of information is the holonomy operator defr.ned by

connecrion f ol this bundle.
Physical terminologlr. lfphysical system or theory is described by the principal bundle

P - M , with shuctural group G, then we talk that have gauge theory. The group G call
gauge gtuup. The choice of a trivialization ofthe principal bundle call gdu8e. Analog classical
elementary field in gauge theory, which is a connection on the principal burdle called gauge

field ot vector potential. Gauge transformation (change of gauge) is a automorphism of the
principal bundle which covers the identity of the base manifold. Maxell's electo-magnetism
U(l)-gauge theory) and Yang-Mills theory are examples correspodently abelian and
nonabelian gauge theories.

Main result in gauge quantum computauon. Let an evolution of the physical systems
is described non-autonomous system of differential equations (2.3). Then above from
mentioned follows, that (2.3) induces the representation p: n,\M,xo)--> GL\n,C). By

theorem of covering homotopy p defines vector bundle on M and C) = O 'dO is connection
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:-in azmanifold M. Such a path'exponentia'l integral solves“ the parallel=uansportehuation for 
f a principal G—bundle with. an invariant connection. In fact, consider a trivialization U XG‘ 

of such a bundle and a parametrized curve p(t) = (x(r), g(t)) in it. The tangent vector at p(t.) is. 
(£0). g'(t))e wU n(,)G-W_ith TgmG identified with g by right action we represent this 

tangent vector now by (x’(t),g’(t)g(t)_l )6 TIME] xg-A. vector is horizontal if and only if 
g(t)_l(A A(x ’(t ))+ g' ((t)g (t)_’)g(t) )=0  that is, if and only if A(Jr'(t))+ g’(t )g(t)JI:—-0'I Thus the 
parallel transport equation in a principal G.— bundle with an invariant connection is 

d:—@ -~ Automate)- 
It is now easy t o d  see that 

go): Texp[— jA(x(s))(x(s ))dt]g (0) 
The effect of parallel trans orting a group element over an oriented curve (5- in U is to multiply 
it on the left by Pexp(—-L-A3 

This result shows that parallel transpart is globally defined as the path-oriented 
expanential integral exists for any compact oriented curve with end paints.- 

Let c be a loop 111 X at point x0: 
. o[0,I]—> X,q(0)=.o(1)- 

For this oa holonomy operator 9A (0') = Pexp(— LA). 
This. acts on the fiber 1;? at no of the vector bundle E —> X as fol-1.05mi- 

- v H 9A (o)v. 
If 0' and 6' are homotopic, then RAG): QA(G')-Therefore, we obtain the map 

92A -.- twat)» Ann; WhiCh is homomorphism of the groups. The subgroup 
9A (nth/mg) C AutFxo is called a holonomy group induced by the connection A. Let 

FOX) = dA + A A A a curvature. Then. the first Chem number c,(E) Egan-[M F(A) is 
‘tOpologi'cal invariant of the bundle. It means, that-Iii A and A’ are‘gaug'e‘ equivalent, then“ 
correspodently holonomy groups HolA ,Hol are conjugative in AutFxo and holonomy 
group is independed to on choice of the connection. 

Suppose QA(o)e U(n) and fibre cf the bundle is isomorphic C2 ®C2 ®.' .(iélC2 in 
this case we can talk about quantum computer. 

In the gauge quantum computer the encoding space of infomation is the fibre 4% of 
the vector bundle E —> X and processing of information is the holonomy operator defined by 
connection l‘ of this bundle. 

Physical terminology. If physical system or theory is described by the principal bundle 
P —> M , with structural group G, then we talk that have gauge theory} The group G call 
gauge group. The choice of a trivialization of the principal bundle call gauge. Analog classical 
elementary field in gauge theory, which is a connection on the principal bundle called gauge 
field or vector potential. Gauge transfonnation (change of gauge) is a automorphism of the 
principal bundle which covers the identity of the base manifold. Maxell‘s eleCtro—magnetiSm- 
U(1)-gauge theory) and Yang-Mills theory are examples correspodently abelian and 
nonabelian gauge theories. 

Main result in gauge quantum computation. Let .an evolution of the physical systems 
is deseribed non-autonomous system of differential equations (2.3). Then above from 
mentioned follows, that- (23) induces the representation p .' 1t, (M ,x0)—> GL(n,‘C-)‘. By 
theorem of covering homotopy p defines vector bundle MM and .Q‘: (IT’dtIJ is conneCt'io'n‘ 
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of this bundle. Suppose T e Imp ad exp(n)e U (z). for any unitaiy transformation U

there exits oe z,(M,;r,) such that lf;(o)-Ul <e for the arbitmry small s. It means, we

proofed the following main result in gauge quantum computation.
Theorem 4. Any computation code can be realized by connection Q .

3.Optical holonomic quantum computation as gauge quantum computation.
Below we shall consider one of the quantum optics models and show in that model

appears homomorphism fiom the parameter space in to group of unitary operators of suitable
Fock space, It gives possibility to construct bundle on parameter space with connections.

First we consider geometric or Berry phase, where input M.Berry in 1221. (For review
geometric phase see book 1231,)

A phase is, for our purposes, not a state of matter but a complex number of unit
modules, an element of the group U(1) or more general elements of matrix group U(N). The
phases is obtained often with cyclic evolution of a physical system. Cyclic variation of external
paramete$ often leads to a net evolution involving a phase depending only on the geomefy of
the path traversed in parameter space. The natual nathematical context for geometric phases

in the theory of U(N) Jibre bundles, Therc one defines a phase, known as holonom!, that
depends on the geometry of a loop, and is independent of any coordinate choise.

Example of geometric phases a bound in many areas of physicsi in optics,
Pancharatnm's phase led to measurable interference effects; in molecular physics, the
molecular Aharcnov-Bohm effect was found to have a significant effect on molecular
dynamics near to degenerate the universal significance of these phases, to show that whenever
an adiabatic approximation applies, we may expect to find a geometric phase. The crucial role
of adiabatically is not make sure that the cyclic variable of parameterc leads to cyclic
evolut1on.

In work [24] F.Wilczeck and A.7,ee consider non-Abelian phases associated with
adiabatic evolution of degenerate Hamiltonidnr. This basic idea used P.Zanardi and M.Rasetti
ul for enabling quantum computation.

Let M smooth manifold, where our case play the role of parameter space. Lel given a

family of Hamiltonians -F12 depending continuously on parameters l,e M,allof which have a

set of r? degenerate levels. By a simple renormalizatiol of the energies we can suppose that
these levels are at t=0.

We use adiabatic theorem:

Theorem 5 [241. If the parameters are slowly varied from an initial value 1,0 to some final
value 1.,, over long time interval T, and the givm space of degenerate levels does not cross

other lerels. then solitons of
H^"\tr\t)=0 (3.1)

are mapped onto solution of
Ht,\tr[)=0

by solving the time-dependent Schrodi der equation

;aY0) - a6'1r;fu(r)
dt

with the bountlary conditions
),(o)=).;,(r)=).,.

Consider l. as the map ),:lo,fl-,> M and suppose ),(O)= ?'@) If the space of the

solurions of is r-dimensional space 4,withthebasis {v,(r),]vrt), "v,0)} then we obtain

the holonomy transformation of 4. By theorem 3 there exists the connection A on the bundle

M x 4, such that this transformation is equal to f, (o), for any o.

of this bundle. Suppose 'te Imp and exp(it)e U(n). For any unitary transformation U 
there exits oe n,(M,x0) such that ||FQ(o)—U|| < e for the arbitrary small 3. It means, we 
proofed the following main result in gauge quantum computation. 

Theorem 4. Any computation code can be realized by connecfion Q . 

3.0ptical holonomic quantum computation as gauge quantum computation, 
Below we shall consider one of the quantum optics models and show in that model 

appears homomorphism from the parameter space in to group of unitary operators of suitable 
Fock space. It gives possibility to construct bundle on parameter space with connections. 

First we consider geometric or Berry phase, where input M.Berry in [22]. (For review 
geometric phase see book [23].) 

A phase is, for our purposes, not a state of matter but a complex number of unit 
modules, an element of the group U( I ) or more general elements of matrix group U(N). The 
phases is obtained often with cyclic evolution of a- physical system. Cyclic variation of external 
parameters often leads to a net evolution involving a phase depending only on the geometry'of 
the path traversed in parameter space. The natural mathematical context for geometric phases 
in the theory of U(N) fibre bundles. There one defines a phase, known as holonomy, that 
depends on the geometry of a loop, and is independent of any coordinate choise. 

Example of geometric phases a bound in many areas of physics: in optics, 
Pancharatnm’s phase led to measurable interference effects; in molecular physics, the 
molecular Aharonov-Bohm effect was found to have a significant effect on molecular 
dynamics near to degenerate the universal significance of these phases, to show that whenever 
an adiabatic approximation applies, we may expect to find a geometric phase. The crucial role 
of adiabatically is not make sure that the cyclic variable of parameters leads to cyclic 
evolution. 

In work [24] F .Wilczeck and A.Zee consider non-Abelian phases associated. with 
adiabatic evolution of degenerate Hamiltonians. This basic idea used P.Zanardi and M.Rasetti 
[1] forenabling quantum computation. - 

Let M smooth manifold, where our case play the role of parameter space. Let given a 
family of Hamiltonians H A depending continuously on parameters A. e M , all of which haVe a 
set of n degenerate levels. By a simple renormalization of the energies we can suppose that 
these levels are at E=0. 

We use adiabatic theorem: 
Theorem 5 [24]. If the parameters are-slowly variedfrom. an initial value ho to some final 
value A, over long time interval T, and the given space of degenerate levels does, not crass 
other levels, then solitons of 

Hi,‘l’(t)=0 . (3.1) 
are mapped onto solution of ' 

Hume) = 0 , 
by solving the time-dependent"Schrodinder equation 

. ia‘g—fLHmoMr) 
with the boundary conditions , 

M0) = x,,x(r)=a,. 
Consider 7t as the map A : [0,T]—> M and suppose MO): MT) If the space of the 

solutions of is n-dimensional Space E, , with the basis it}! ,(t)>,l1|!2 (t)),...,wn (1‘)} then we obtain 
the holonomy transformation of Fa. By theorem 3 there exists the connection A on the bundle, 

M X Fbrsuch that this transformation is equal to 1",, (a), for any 0'. 

26 



Now consider real physical system in quantum optic.
Consider coherent states based on the Lie al9eblas su(n+]), which play a

important rcle in multiphoton processes in quantum optics. These sates can be identified with
eigenstates of Hamiltonians that are essentially number opentors in apprcpriate Fock space,
that conecpoding levels are equally spaced.

l-Bt a,at be the annihilation and creation opentors conespodently of the harmonic

oscillator and N = ala a number operator. Then we have following relations:

lN,o' l= o' .lN.ol= - a.la.a' l= 1 .

(3.2)

Let,Fl be a Fock space generated by a and a'.Assume In), n = 0,1,...be its basis. The

actions a and aa on If are given by

alnl = "li n-t),a'n)=J,.+t)"+t), (3.3)

where l0) is a vacuum, i.e. a 0) = o.

Consider the system ofn.fl-harmonic oscillato$. For any 1< j < n + 1we set

4j = l@ @lr 64ol 8l'

a, = t@.,.@l@a 414...@1,

Then

1",,",]=1"; ,.;l= o,l",,ail= 6;;,i, j = i,2,...,n+ i.
The Fock space of a+1-harmonic oscillators is the n+7-tensor product

56-')=5@...85,andeach aj and aj acts onj-components of 5('*r) as(3.3).

Consider nonlinear interaction Hamiltonian Foduct by a Ken medium
H =hxN(N-r\

where X a constant proportional to the third order nonlinear susceptibility, 1(r), of the medium.

Degenerate eigenstates of H are ]0) and l/). In the case two laser beams, with annihilation

operators 4r and 42 respectively, the total Hamiltonian is given by the sum

Ht'? =hxNr(Nt - ])+hxN,(N, - 1). G.4)
Its degenerate eigenstate are the tensor product of the eigenstates ofeach subsystem:

t,jr)=lr)o jr) foritjr=o'1' |th 11,) ana l"r,) the degenerate states ofeach beam.

On state lV) of a laser beam with annihilation operator l?. tle following operators can

act

Displaced operutor: DQ')= *pQ'": - 
^r),

Squeezer operator: s$)= exp$ai' -va'),
wherc A,tl are an arbitrary complex parametrs. Note, that the displacing device that
implements DQ,) is a simple device that performs a linear amplification to the light field
components. The squeezing operator can be implement in the laboratory by a degenerate

^..ahar;^ omnlifia.

The displacer D(1"), transforms the operatorc a,at and any analytic functiot f\a,aj),
for any choice of parameters ,1, as follows
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Now consider real physical system in-quantum ti‘c. 
Consider coherent states based on the Lie algebras su(n+1). which play a 

important role in multiphoton processes in quantum optics. These sates can be identified with 
eigenstates of Hamiltonians that are essentially number operators in appropriate Fock space, 
that correcpoding levels are equally spaced. - , 

Let a, a be the annihilation and creation operators correSpodently of the harmonic 
oscillator and N :  a a a number operator. Then we have following relations: 
JN a J=a [N a]=— aim *J= I 
(3.2) 

Let H be a Fock space generated by a and (1* Assume ln). n=  0, '1;.'. ”.be its basis. The 
ac'ti'o'ns a and a OnH are given by 
|>~J3Jn—:1>*l>~/mln+1_> " “ i  -"‘“~*(3:3)5' 

Where l0) isavacuum, i..e a|0)=0 . i ' ' I ‘ H 
Conmder the system of n+1—harm0nic oscillators. For any I s j < nflwe se_t__ _. 

aj=1®...®11®a®1...®1, -- 
. ta; =1.®...®1 ®a+_.®1éa...® 1-,. . ..1 

N,- = _aj'aj. 

Ihsn: 1 _ - A , -- . 
[zippy]: [afiafl = Q, [dwarf]: Smaj = 1,2,...m1-J- _lt . 

. The Fock space of n+1 -harmonic oscillators is the 71+] -tensor product 
Elf-"2") =1 $.®.-..®'S , andeach a} and aji acts on j—components of 80”") as (3.3).“: . 

. Consider nonlinear interaction Hamiltonian product 'by 21- Kerr medium; - 
H :  hXN(N— 1) 

Where X a con'Stant proportional to the third order nonlinear suséeptibility- 95(3), of the medium. 
Degenerate eigenstates. of H are 10) and II). In the case two laser beams, with annihilation 
”Operators a; and a; respectively, the total Hamiltonian is given by the sum 
H” = aXN,(N, — 1)+ hXN2(N2 —1). p _ (3,4) 

Its degenerate eigenstate are the tensor product of the eigenstates of each subsystem: 
’i1j2> =li".> ®| jg) for 1; J2 =0, 1 with IiI) and I jz) the degenerate states of each beam. 

On state [1]!) of a laser beam with annihilation operator a, the following operatOrs can 
act _ ‘ 

Displaced operator: D(7i.)- - 615170111; —Xa), 

Squeezer operator: S (n) eap(11aj2 — H612 ), 1 
where 1,17 are an arbitrary complex parametrs. Note, that the diéplaeing device that 
implements D0») is a simple device that performs a linear amplification to the light field 
components. The squeezing operator can: be implement in the laboratory by a degenerate 
parametric amplifier. 

The displacer D(X), transforms the Operators a, a and any analytic funefion f (a a j) I 
for any choice of parameters )1, as follows 



D()\hD,(1,)= a-),,,

DQ.btDrQ)= ar -)\,
D(),) f b, "'b' O") = f (" 4,, "' - 1,\

Similarly for the squeezing opemtor have:

s(1!s1(4) = 6437'1 2' )a - e-n sinh( 2r )ar,

s (a )a's'(r1) = a-'' ,;, h( 2 r )a + cosh( 2 r )ar

s(qY(,,")s'h) = /(s1'1;"s'1r1;s1'1p's'1n))
wheren=rs-m,v/it6 r>O and -n<O<n,

on general srare of two lasers lv,v,)= ry,)@l\u,) wirh conesponding annihilation

operators a/ and a2, the following operators can act

Two mode displacer: U lq= exp\fuia, -A,a))-
Two mode squeeler: v(9)= *p(q;o,- -eg,o,).

The operator V(6), can be imolemented in the laboratory by a non-degeneate

parametric amplifier.
The operators D(1) and S( acting on a single laser beam will result,after a closed

loop is performed in their parameter space, into rctations in the state space spanned by l0) and

l/), according to adiabatic theorem 5. a(() anO V(q) are tansfomation between rwo laser

beams that produce, after performing adiabatically a loop in their parameaic space, coherent

ffansformations into the two qubit srare space spanned by l00),l0tl,lt0) and ]tl). ttrese

transfomations on the states of the laser beams can be produced by SU(2) ot SU(1,1)
interferometeG, according to the algebra which thefu generators belong to. For instance, each

one ),al -La and lala, -tn,ai belongs to ansrf2),whtte r1a'' -r1a' and ga,r a) -cp, a,

belong into "rr(1,1) algebras.
Consider general case the system of r+J particles, the Hamiltonian analogically (3.4)

have form:

n =inxn,(u,-t).
The 0-eigenstate of this Hamiltonian becom"r'th"r"for"

r" = v*t\o),lt|ja '.ov"ct\o),lt)j= c, a...a c, 
= 

c,"" .

Consfuct unitary cohercnt operato$ U, ((, ) anO V, (g, ) for arbitrary I < j < n based on su(2)

and, su( 1, 1 ) respectively:

u ,(1,)= ",ple,o 
o.,,-E,oi,o'),

v,(9,) = expls,a;,a ^-, -4,o,., o,)i

For \= (1,,1,,...,1,) and E = (E,,t,,...,t,; we define: y(E)=ffy,((,) and yG)=Ily.,(s,),
r-t j-r

then

w(€,E) = u(6)Y(s). uF{'.'))
Suppose l, = (6,q) is parameter and M parameter space, which is smooth manifold. Let as

pr:M -+ Gr.(S) projector:

oat pwp,{ y., ,,i\1ty, .

\;")
then we have the pullback bundles P -r M with fibre U(tu) and, E ) M with fibre C' [25].
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panama): a a, 
D(7L)aJ‘D*(2t) = a* 4'», . a. . 

k)f(a,ai)Di(?t) = f(a -—}\.,a‘L'—}t)f 
Similarly for the squeezing operator have: ' , 

3(n)as*(n)= cosh(2r )a-e"a sinh(2r )aJ', 
's(n)aisi(n) = e‘” sinh( 2r )a‘+ cosh(2r‘)al 
S(n)f(a:a*)5*(n)= f (S(n)aS*(n)S(n‘)a*S*(n'))' 

where n = re'“, with r > 0  and —n,< BS. 1:. 
On general state of two lasers [w 1W2) = |w,) ®|1|1,) with corresponding annihilation 

operators a1 and a2, the following operators can act 
Two made displacer: U (2,) = exp(§afa2 - Etna; ), 
Two mode squeezer: V(<;) = exp(gaf4:zzl - Ea, a2 ) 

The operator V(g), can be imolemented in the laboratory by a non-degenerate 
parametric amplifier. ' 

The operators DUI) and S(n) acting on a single laser beam will result,after a closed 
loop is performed in their parameter space, into rotations in the state space spanned by |0> and 

,7 . ,  

|1> , according to adiabatic theorem 5. U (3;) and V(g) are transformation between two laser 
beams that produce, after performing adiabatically a loop in their parametric space, coherent 
transformations into the two qubit state space spanned by |00),|01),|10) and III) . These 
transformations on the states of the laser beams can be produced by SU(2) or SU(1,I) 
interferometers, according to the algebra which their generators belong to. For instance, each 
one MIL —Xa and gafaz —Ea,a2l belongs to an su(2),while nag —’r_]a2 and gal,l a: —§a, a2 
belong into su(1,1) algebras. 

Consider general ease the system of n+1 particles, the Hamiltonian analogically (3:4) 
have form: 

n+1 H =2‘1hXNj(NJ—I)- 
,, 

The 0—eigenstate of this Hamiltonian becomes therefore 
F =,Vect{o) |1)}®.. .®Vect{0) [1) )=} c:2 e" .®c2: 

Construct unitary coherent operators U. “(Q ) and V (g) for arbitrary I _  < j < I: based on su(2) 
and su(1,1) respectively: 

C2") 

Ui( 1): “Paid“ “j a”, -§i“:+1qj); 
Vj( i ) :  ”(gin “flan“ ‘90,,“ aj); 

For§= (5.1.9.. .§)and9 (spew-- as") wedefine U(§)=1'1U,(tj) and V(s)=l—[V(sj) 
j=1 

then . _ 
we) = Heme use”) 

Suppose 7» = (§,g) is paramaer and M parameter space, which is smooth manifOld. Let as 
pr : M —) Gr," (3) projector: 

Ii)=W(A{i VII/'1!" )Wh)“ , 
j=l 

then we have the pullback bundles P —> M with fibre U(m') and E —> M with fibre C'” [25]. 
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The vector bundle E -+ M have canonical connection A = w (Ll' dw Q,). Therefore we

can talk about the gauge quantum computation, In [3] is calculated analytically the connection
A by the entangled fomula obtained in [26]. To be founded on the theory is taken

H0')= w0)tw(I) ' isospeclral family of Hamiltonians and is used adiabatic theo.em 5.

4.Conclusion

Let E)CP| be a holomorphic bundle with iiU.e r=(C'I'. It is known t
decomposes into a direct sum of line bundles E=O(tr)@..OO(t") From physical

considerations possibly only stable bundles are interestlng, i.e. those for which the condition

lfr-frjl<lholds for any t. Suppose E satisfies this condition. If the bundle E has a

holomorphic connection, then f,=0 for all i. Then the bundle is E is holomorphically tivial and
the holonomy is the identity tansformation. Hence this case is not intercsting for us. Let us

consider the nontfivial case. l,et O be the connection matdx with regular singularities ofpoints
ar,...,2,". This determines a rcpresentation

p : n,(CP' - {2,. r,...., z -}.r 
" 
)- Atln.C ).

y|y,,...,y^be generatorc of n,(cr'-{2,,2,,...,2,12,). It is interesting to obtain a quantum

algorithm for the monodromy matrices p(y, )..., p0. ) of the system of differential equations

df=Af. This will give possibility to model the holonomic quantum theory [27] on a quantum
computer.

' It is also interesting to consider from the point of view of quantum computations

systems of differential equations of Fuchs type on CP' [28].
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In practice, we often meet systems which input and output can be considered as

random process. For these systems arises a problem: we know probabilistic characteristics of
input mndom prccesses and transforming operator of input process into output process; It is
necessary to find out probabilistic characteristics of output random processes (the problem of
system analysis).

Solution of this problem is entirely depended on the structure of input process, the
folm oftransforming operator and on the probabilistic characteristics ofoutput processes.

As it is known, for some private cases it is easy to solve such problems, but, in
general, there arise principle analytical difficulties. Real possibility for solving of such
problems gives method of statistical modeling, the conte[t of which is following: on the basis
of observed values of input process, we construct its mathematical model, then we construct
one or more independent realizations of input random prccess. After passing them through the
system, we obtain suitable realizations of output process by the hansforming operator; then
the required probabilistic charactedstics of output process are determined by the method of
statistical estimation.

Such method gives possibility of comparably easier solution a problem not only
system analysis, but also control problem in the case when the hansfoming operator contains
conffol parameten. In this case, the set of possible values of control parameters we cover with
net, in nelwork points of which we find realizations of output process, then we estimate
statistically probabilistic characteristics of output process, which arc entered into the
optimality criteria and at that we choose the best ones, in the sense of optimality c teda, from
'the said points. So, we obtain approximate values of control parameters. These values will be
as close to the true values, as the cells of network are narrower. i.e. the netwotk ties are close
to each other (that means, that the value 'expressing the optimality cdteria is continuously
depended on the control parameters).

During the investigation and solution of stochastic systems analysis and control
problems, by the method of statistical modeling, one of the basic stages is modeling of input
process by using the information, which is given in observed values ofinput process.

Unfortunately this information is not sufficient. Such lack of information must be
filled with bringing in any hypothesis. One of these hyporheses is following: the
multidimensional distribution of any finite number depended mndom vadables, one-
dimensional distribution functions of which ate normal, let be normal.

This supposition is conditionally called N hypothesis and random process for which
N hypotheses is thrue is called random process ofclass N t5l, tgl.

The random prccess of class N obtains by one-to-one ffansfomation of Gaussian
random process with zero mean and unit var;ance. This hansformation is expressed by the
one-dimensional distribution function of Gaussian process and one-dimensional distdbution
function of random prccess of class N. The random process of classly' is wholly
characterized by its one-dimensional distribution function and its conelation function. Those
last charactedstics may be estimated quite well, based on the statistical mate als.
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So, modeling of random process of class N reduces on the modeling of Gaussian

Focess with (0,1) parameters.
Bellow are given various representations of Gaussian random process in the form of

stochastic series, giving the possibilities of modeling of mndom process of class N (it ifs
clear, that Gaussian process is random process of class N itself and there are some non-
Gaussian processes belonging to class N ).

Suppose f(t) is second order real-valued random prccess

covariance function B(r, s):

"br
B Q. s) = > I f rQ. 

^)f 
,(s. 

^VFrO).
(1)

where {(,1), }=il are continuos increasing functions such that 0 < 4(2)< 1, 4(oo)= O,

Ftl4)=1
By substituting 4(i)= Uo in (t) *e t aue

B( .')= il/-(.4- (,,ir^G,Fifu)b,r. e)
,=|-r

where .t';-r(a* ) is the inverse function of q = FkA) . Q) may be rcwritten in the form:

16, 
"y 

= !ir, (r, c' (, ))r r$, r: (dh,.

Then, on the stength of Karunen's theorem [] mndom processes {(r) wil have such

form:

eot = >i rrr.. e;' a rW -(,).
r=r 0

wherc ZoQ),* =tn are real-valued random processes, with one-conelated incrcments and

Eldz, (u)l' = d1t, nlaz rQpz -(v)l = o,
0<u,v<1, k+m,

when f (r) is real-valued Gaussian random process, then zofu), * =nare
independent standard Wienels processes. In the right side of (4) by ,,integrarion by parts"

(taking into account Z,(O)=0, k =l,n )t2l,t3)l
Iqk)=21r,('.u,V"O-jte{Lv1 z,tuvF,'Q\l=

t=rL tr.Fit,\ I
,I

=ll t,Q.t.)2,(t)- l,p,k'r,'(,)E'fuYr^'(,)l= (5)
rrl 'o I

,f ,, I
=21 t, t,.r',y,1t1 - I a,(t. 

^)2,(F,(^)\n^ 
|trl q ). , ^, ar(r.,I)

where (Pr (1./1., = i;;-.

As all sampling functions of Wiener's process Z. (a), X=tn and all functions

4 (^) (0 < a(1)< 1) are continuous, so integrals

'- b,

l,o,k. r,' (,\VrQV r,' (,) = I e,k.^)zr(F,(^M 
^

which zero mean and

(3)

(4)
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exist for almost every sampling function, if therc are derivatives qrp,),)=q'kA 
^taa^

functions q*(1,,1) are coniinuous with respect to 1 ,or are bounded and almosr cvcrywnere

continuous in the L€begue's sense correspondingly at the intervals [a*,6*].
If we use orthogonal decomposition of Wiener's prccess [4]; insert this decomposition

in (5), make term-by-tem integration of series [5], then we obtain:

€t ) = 4i f i F D" r. t,.u.\r: -"lr.,,.r,i r' sin(zr - o shr- (^)lr^l -,_, 
" ?,ln nro.sr,,.""Fn !,,,_..,,h-. ',*0j ",,J_. 

(6rt;, *=!1ii-f k-ry r.t, r, t-r'0h;n *2,?''m+U5"

where ciQ)= - [ ErQ,s")si"l(n + o,sbr,(t)bt.

ad {2,:I, k =\,u n = 0,1,...- are independent sequences of Gaussian independent random

variables with parameterc (0,1) (here and further t is index, not the exponent).
The (5) we can write in following form:

"l r. .l
E0\ = > f , 0.b.)2,(t)- I z 

^av " 
nQ. r i tu))1.r-'L o l

if ; (r,4 '(a)are functions with bounded variations with respect to r, then integrals

tz,t,U,r-G.r.'(,1\ k =t.n

exist lor almost every sampling functions.
Analogously, in this case \re have

./5 , -
1(r)= "'l)-' _Fir r,Q.b,)- D;Q)V:.n fr74m+0,5''

where

. D,(,)=-l'inlh+o.sba\.r,k.ritu)).

and pij, k=I,n; n =0,1,... again are irdependent sequences

random variables with parameters (0,1).

(7)

To estimation of remainder term of representation (6) let note

e. a = tlr, v a,,* Af*' : -i, r t.,, r, tfizl :r11t$ r' l,r. 
1, I

It may be written

of Gaussian independent

33



l,t f t;' t,Y I L

Elik) - 4.tu)r = E1 >l' (,. r, 
I 

z, (rY :ah r: 
)- I a,G. F i Q)Iz J,) -

-*1."""',:n;:^tl'"tt,,]]''^'{>G:o,rf'ra-f f ffi ':]'.
.(g,,t,,ratf',a>$>,:"tu:tu1"'orJ']=*F:t1;Q,t,)+(t,-o,),

. iri(,. n (,)kr;'(, 
l= T 2, r' r t,,. ar - ", 

f !,r: r,. 
^, ^f 

. (8)

.l_1
wnere 

-<1(. 

<- t/Lu+1,5 " r., + 0,5 --

When functions fo(r,b, ) and integrals 
'ioii,l"bL,r 

=tr." finite, then (8) shows,

that representation (6) is tlue in mean square sense, with probability I and consequently for
almost every sampling functions, if we require (O process being separable in case of
contlnuous /.

Analogously is obtained estimation of remainder term of (7). For this, note

r: t, r = i' r, (,.a.,J2 i' (- r t' r. - 1 
J' i z' sinl(n + osytul a r, t,. r,' rdl.,,",- 

"_1",' 
,'n 2n-05-. I, h-. m+0.5 -,.-., ' I

In this case we also may write
l"( | l;. ( t\. I

EE(')-6-" t f = rll 1 t,. ar I z rltl- YL ;*,, t: -l(-rl L " '=o"' ' "' -l

tf F" -: tt ^-\ |

- I t 
^ 
t l - Yi t :s'nt(/'l 

+ !''lF'l la, f (r. F-' (' )))l <m+0.5 ] ""'

, r,tll, : a, u,f, r os - f > ffi ' :)' .

f /' l'?l
.4nR, t r,r,A l.i i, / ..\,I
- -1 L r' "' rrld'J;tt'r'-'{')l l'^'-t \o ))

where last integral express tull variation of functlon f (r,4'(a).
Here, we can make conclusion about convergence of series (7) analogous to (6).

Obtained results can be formulated in the form of following theorem:

Theorem 1 If 6(t) is a real-valued Gaussian random process with zero mean and

covariance function B(r,r), represented ill the form (1), then, when /l(l,rr) and integals

lOiQ,l,pl't =t," are finite, we have the (6) stochastic sedes decomposition of

.(il', r, - + 2'* 
*9#4],. r r,,.,' r, rr]' 

] 
=



' 
{Qprocess. when J(r,},) ana ;ntegrats Jla,;, (r. n (r)} .t =r, are finite, then we have

lhe decomposition (7) for {(r.). Both. 161 and (7) representations are true in mean square

sense, with probability I and henca, for almost every sampling functions, iffor continuous t is
required separability of 6(t).

When{( ) is stationary Gaussian real-valued process with zerc mean and continuous

bounded soectrum. then

r(r,s)= Jco(r - s).Ur Q')= lco$.cos nF(l)+ lsintlsin nr(7\ n=2,

4@)= F,(1)= F (1), ar =0, b, =0, f,(tJ')=costl, f,Q,)')=siltL,
q,G,A)=-tsir.tl, E,Q,1)=tcostl, 1,Q,4)=cosat, f,Q,b.) = 

"in "t,
cj (r) = rJsin(r,r)s nft n +o.sytF(A)VA.

0

cj (r 
) = -r1"o.61 1r'n l(m - osW IIM 

^
and from (6) we have

^liz t ,r

6(,)="'t'-:-{(-r)'cos(ar)-re,t)P;'(-r)'.,in(d')-rB,(r)Pi} (sr
n ?4k+0.5"

where

e. (r) = Js;n(r.l)sin[r + 0.shF(,l)kl.
0

a, (r ) = J 
co(r,l )s i" [r + oshF(1)V^

na fZ'r\ {Zi}are independent sequences of independent caussian random variables with
parameters (0,1).

When{(r) is stationary random sequence i.e. t=0,tl,t2,...,then a=zr. In this
'caseco(zr)= (-t), sin(tt)= 0: /=0,11,i2,..., and (9) will have the folm:

^it - I r
16) = Yt=--{l(-rf " +ra.(t1p'r +DrGVi} r=0.11.:2..... {ro)' n ;-rk +0.5 " "

where

orQ)= -n,Q)=f,["inftt -(r, +o.sp(t)pt - ji,i't,r * (.t * o.sF (t)bt , <tzt

;/1\ ;/^\

c(,t)=,rF(,l)- 21 3+{l:1 . i(1,1. -o<1,<,r. is specrral funcrion
F[r)

When F(i) is unknown and only observed values.rr,12,...,r? of {(r) are known, then

in place of F(,l)wi be taken its estimation (see [8], pp. 476-479):
)l:./.\ f-'/ \,rr\ )= JI \alda.

wherc
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r'(r)=! i.c; codr.,,) -ft 30) 3 lt,

lk' -.r) r=0.r.....r-r. i=1i.,.r, =L_, =_L\-\t_x^x,v t;i.
Sampling spectral function 4(,1) is consistent estimate for F(,1) at ttre polnt ot

conlinuity and Jf (4'(1 )- F(,1 fhas limir normal disrriburion r see [8 l. p. 537 t.

Since

i*.1,.p,={*P. 
when r+o.l

-" l +n, when r =0,)
therefore from (13) we have

i:lt)= lr (ava= .r ) c; i"odr.F, = + : 6-'"in(iC1=t 6';12*o;=!, 2o,-a t I 2tr .-!l_s ' r 2tt "

= a t:-Lsin(,lr)+ 5i +:s

So, when the spectral functionF(2) is unknown and only observed values of ((r)
process ,r'12,...,rr are known, then in formulae (11) and (12) we shall take the valueGi (2)
instead of 6(2):

;r/r \ ;rl

c' (1)= 2r F;(1,)- F;\0) =ilcl,rnr,t,r.F;(,) ci"," ,
From here, algorithm of numerical modeling of real-valued stationary Gaussian

random sequence with zero mean and continuous spectrum is obtained based on (10).
Following statements easily are proved also:
Theorem 2. When fQ) is stationary Gaussian random process with unbounded

spectrum, then for any t>0 therc exists stationary Caussian random process {,(t)with
bounded spectrum such, that

supa{O-{,()' < e .

Modeling of approximating process {, (t) will be realized based on the (9).

Theorem 3. If fO is real-valued stationary Gaussian tandom process witl zerc mean,

unit variance and spectral function F(,1) (discrete spectrum):

r@)= \a,r\A - ),,|

. fo- 
^<oI0"l= 1' ' il. ,. > 0. a^ > 0. t = 1.2.....

then for {(r) in mean square sense, with probability 1 and so, for almost every sampling
functions, the following reprcsentation is corect:

6(r)= ),,6* G*ta U, +sin(r,l^)vr ) .

where {ao} and{r,o} are independent sequences of Gaussian random variables with parameters

(0,1) . In case of continuous t is required separability of ((r) process.

For the case, when the specaum contains discrete and continuous parameters, then
modeling of processes with discrete and continuous specfum will take place separately, by
above described methods and the results of modeling will be added together. The above

( 14)
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In the last few decades a serious effort has been mounted to tackle problems conceming

the create of
1. Optical computing machinery - optical supercomputer and

2. Afiificial intellect.
The above lines of research, in spite of notable advance, have not been as successful as

one might expected. Below we shall hy to investigate the cause of the above - mentioned

failure. Also we shall try to define possible role of optical computations.

Optical signals, being data carriers, are known to have major advantages over electronic

signals. This makes it possible to employ a variety of physical phenomena fot information

encoding and conversion. [ 1, 2, ].
Nevertheless, all attempts to devise optoelectronic computing machinery have met with

failure. We are of the opinion that the chief cause of the above-mentioned failure is that of an

ideological nature.
To prove this view let us find out what is it that forms the basis of electronic computer

engineering. The essentials are as follows:
l. Logic;
2. Mathematics;
3. Mathematical logic;
4. The idea ofprcgammed control;
5. Technology.

Ideological as well as theoretical foundations of computer engineering have been

elaborated over a long period of time within the framework of logic and mathematics These

foundations constitute:
1. The notion of formal symbolic-deductive system, developed in the works of George Boole
and further updated by Gotlib Frege.
2. The concept of algorithm and computability, the fresh approach

employed to their interpretation being associated with the names of Church, Tu ng and

Markov[3,4,5].
The well-known abstracts of Church, Turing and Markov, defining essentially computable

mathematical objects, are mutually equivalent.
Equivalent to them is also the so-called cybernetic thesis or to put it otherwise, the

pdnciple of computer - aided computability, that reads as lbllowsl
"Each finite computable (in particular, logical deductive). procedure, chalacte zed by

determinacy in execution can be in principle carried out by a digital computer provided that

the latter featues reasonably high-speed intemal pedormance (enough ran time) [ 6 ].
This means that a computer-assisted solution may be obtained to any problem that is

clearly and unambiguously stated.
The validity of the above statement seems to be coroborated by practice. There is much

speculation that there is no principal reason for failing to obtain a computer-assisted solution

other than insufficient volume of particular computer memory or inadequate inner
performance.

At any rate, there is, conceivably, lotential as well as factual computability. We have two
cases here:
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1. Some problems that are potentially computable on a computer, while being practically
incapable of computation today might well lend themselves to computation tomorrow as a

consequence of improvements done to the computer.
2. Some problems that are principally computable with the aid of a computer, will tever be
practically computable (A chess-playing computer with a program based on the fuIl search of
the so called "Game tree" is a good case in point. Shannon believes that there is no way of
computerized search for the 101'z0 options he has counted).

There were a few dissenters from this view, though.
Some major arguments supporting the above view are cited below.

. It is evident from Gyodel second theorem that the axiomatic-deductive method is by no
means absolute and some problems may crop up even in elementary arithmetic of natural

numbers that are incapable of solution within any particular axiomatic system | 7 l.
. While investigating the question of obtaining computer-aided solution of an intricate

problem - in particular, the simulation ofbrain neuro structures, Fon Neyman came to the

conclusion that in case of a system achieving a certain limit of complexity, its desciption
and hence its mechanical model cannot be less complicated than the system itself. This
means thai the mechanical model of a brain should be identical to the brain in
sophistication [ 8 ].

. At first, Marvin Minski was an adamant proponent of the approach involving a

computerized investigation of artificial intellect through the creation of suitable
"intellectual" programs. But this approach has run into insurmountable obstacles. Many
years of research have met with only limited success. Chess programs and expert systems

that have been created so far can only conventionally be considered as "intellecf' carriers.

Minski himself has changed his opinion stating that according to his curent views, the

breakthrough in the creation of intellectual machines may occur with devices that have

much in common with perceptrons [ 9 ].
. From psychology it is known that intellectual objects consist, as a rule, of two

independent systems: sensor perception system, whereby one can perceive the

environment, and character (sign) processing system whereby one can process information
on the environment.
The arguments adduced legitimately lead to the following line ofreasoning:

1. Employing optoelectronic inductive derivation associative system in hybrid systems along

, with digital computer will make it possible to considerably shift the boundary between

actually computable and actually incapable of computatione.
2. In order for the computer to become "reasonable", that is, in order to achieve much

progress toward the creation of artificial intellect, it is necessary to ensure the coupled

operation of a computer - symbolic deductive derivation system and inductive derivation
associative system, The argument about inductive derivation system being programmed-

realizable within a computer fails because the complication of a problem is limitless while
the capabilities of a computer are restricted by the so-called Fon Neyman limitation of a
crucial nature and, as the problem gets more and more complicated, there will be the

overlapping of practically computabl€ and practically incapable of computation, which
makes the solution of the problem impossible.

3. Electronics is best suited for the technical realization of symbolic deductive derivation
systems. Any formula of symbolic logic is known to have one-to-one relation to electronic

rectifier-containing circuit. Microelecffonics technological poteniialities are also well-
appreciated [10].

4. The same cannot be said of optical systemst Optical means are unsuitable for symbolic
deductive systems. Then again, optical means do possess great potential for the realization
ofpreliminary
precomputer processing systems - associative inductive derivation systems that are an

analogue of
sensory perception.
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From the above line of reasoning it would be worthwhile to devise a computing system
relying on optoelectronics to process effectively the specificatiods of objects or situations
obtained by sensor perception and reprcsented as a multidimensional vector and to correlate
each specification with a particular character ftom the given alphabet.

This kind of optoelechonic processor is to carry out the comparison between the
specification of some input object or a situation and the specifications of objects and
situations fixed previously in the memory.

Let us assume that object or situation specification are reprcsented as multicomponent
vectors: i={xi }, i = 1,..., d;

The so called a priori infornation, or teaching information, or infomation based on past
experience that is represented as N number of specifications of that kind is fixed in processor
on-line storage in advance: [i,, ir,..., ij,..., iN].

When some input object or situation specification is fed to the processor

i ={ i, }, i=1,...,d,
the latter will compare it with all specifications of a priod information - all vectors of ij set.

This comparison may be effected in parallel so that the processor will produce

simultaneously the outpirt results of the comparison between i vector i, set and all vectors,

or the measure of similarity. Generally, they may be represented as

or i. r, '= 
jrrl, - x,i ). j = 1..... N.

The comparison criterion - the nature of comparison is determined by the form of
function f. In fact, these are distances in some d-dimensional metric space between the points
:...._.'.xr and x {l-rg. I}.

With Euclidean space, the above distances may be expressed as

D'(i, ij) =t>(i, -x,i )'1"', r = t, ... , d; j = 1,..., N.

The squares of the distances will acouire the form

D'r i. ij)=)rir -x,j )'. i= 1.... . d: j=1.....N.

Sometimes, the so - called ttemiing or uanhattan or "City section meffic" [11] space is
more convenient for practical realization, the distance in that case being represented as

follows

Fig. I
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measure of proximity or similarity. In a sense, any expression A + B{F[D(i, ij )]] could also

be thought ofas the measure of similarity, with F being monotonously increasing function

c (i, i,) = A + B{FlD(i, ij )l },

where G ( i, ij ) denotes the measure of similarity.

It is pertinent to note that all these N distances, being inter-independent
values, could be calculated in parallel and simultaneously [ 12 ].

A processor that implements such a function is, in a sense, an associative system of
inductive derivation. As pointed out above, the need for a system like that arises extensively
when facing practical problems, especially those dealing with artificial intellect.

The formal apparatus of such problems is characterized by operations in a

multidimensional space and in panicular, by repeated assessment of distances in the above

space, performing which by means of a computer is in many instances unfeasible in real time
The existing elemental base makes it possible for optoelectronic processor to be realized

in multiple versions.
Information conversion process takirg place in the processor is represented schematically

in fig. 2. Here, plane I corresponds to storage system containing a priori information.
Information presentation special arrangement in optical system is known to be of great

imponance in contrast to elecfionics.
A priori information in a prccessor is rcpresetted as a set of matices. Each row of all the

matrices of this kind - data page - corresponds to vector replesentation of one object or one

situation, while the columns corespond to the components ofthe same vectors.
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Data pages of a prio information could be stored in holographic storage system as

Fourier holograms. In that case, it is possible for each matrix (data_ page) to be derived
simultaneously in parallel in the processor [14]. Then again, the priori infomation may, in
principle, be stored on a magnetic disk.

In the event of analogous realization the values included in data page may be encoded as

intensity, phase or polarization reliel
Fourier hologram retrieval is effected in accord with the problem to be solved. This

refieval may be interpreted as the ret eval of the prearanged structure or a frame of the data
(knowledge) related to the given problem.

The fetch time from a hologmm system is lo-s +l0i sec. [t is during this time that the

retrieved hologram - fixed data page is being reconsfiucted (in our case it is a concrete matnx
*,, of a priori information) and projected on plane 2. The said plane is the input of the

processor itself.
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Fi.g.2
The basic operation that is being accomplished in the processor is the conversion of irj

matrix into that of f(it-xtj) values as a result of the intenction between matrix i,j and

For this conversion there is the co[esponding plane 2 transformation into plane 3 in fig. 3.
The said tansfomation may be effected by the sc-called PCEM (photo - conductor -
electrooptical material) saucture. Among the said structures are, for example, "Phototitus"
(Photo Tube Image Transparence Variable Spatio-temporal), "Prom" (Pockels Readout
Optical Memory or Modulator), liquid-crystal spatio{emporal light modulator etc. u4l. They
are distinguished by modulation characteristics being of the following form

1=,frsin'+.
where 10 is the intensity of light incident on the modulator,

1- fte intensity of light transmitted thrcugh the modulator,

^ 
- light wavelength,

| - electric voltage - induced crystal pathlength difference.
The subtraction operation i,-x,, on charge car:rier level is readily realized on photo-

conductive layer of the said structue, with it and x,j being analogously represented by

intensities. The index of refraction will be suitably modulated and the light transmitted
tbrough each structural element ij will be proponional to sinz k{ ir - xij ). Thus we obtain

f(i, -r,, t = sjn'?k( ir- x|j ).

As for tle last 3 - 4 conversion, it may easily be effected by means of cylindrical optics
that tansfers the matrix of sin'?k(i,-xu) values into a column. For each element of the

column we shall have )sin'?k(i,- x,,;,or

there will be a sequen

G 1x:. i, r = n + B )sin) k{ ir- x|j ).

which in the above-mentioned context is the assemblage of the measures of similarity of i
and iu vectors (the specifications of objects or situations).

matrix matdx

f(i,-x,, )



It is evident, that the discussed example of optoelectronic p.ocessor realization is neither
unique nor the best. Seeking technical solutions of practical value is a subject of special
research.

It has been known that there are certain "General intellectual" procedurcs or, in other
words, metaprocedures, that arc common for vaded intellectual activity.

Among these are, for example:
o problem solving or the purposeful search procedure in the maze of possibilities. It is

related to the classical programs "Logician theorist" and GPS (General hoblem Solvef)
developed by Nuel, Simon and Show and relies on the search of the "final state" or a goal
in the so-called "state space". The latter involves repeated measurement of distances in
multidimensional space [15]. It is apparent that the processor is well suited for this kind of
problem.

. Metaprocedure is a known psychological phenomenon of insight or "brightening up"
involving the change of frame in the course of problem solution; The term we use for it is
the change of a p.iori information or the change of vector ir set [ 16 ]. This procedure is

also readily realizable with the aid ofa processor,
. As early as 1959, the metaprocedure of pattem recognition was a1 fi$t devised by

Selfridge as the problem vector or point classification in the multidimensional attdbute
space [17]. This metaprocedure too, is readily realizable by means ofa processot.
A processor can be used in complex industrial or military facilities control systems as well

as in those employed in dealing with high-speed processes. In pafticular, yet another area of
processor application is unmanned navigation.

Thus, from the above discussion it appears that there is a rather extensive class of topical
practical problems that defy solution by means of ordinary computers.

Among such problems are: artificial intellect problems involving the repeated assessment
of distances in multidimensional space; the control of complex industrial, military and othef
facilities as well as various high-speed processes, unmanned navigation etc.

There is good leason to assume that the optoelectronic processor, implementing
simultaneously a speedy assessment of distances in state space, would cause a marked shift of
the boundary between practically solvable and that incapable of computation, while operating
with ordinary computer.

Rapid concuarent assessment of distances in state space is hard to carry out by means of
electronic devices. Bat then again, it can be successfully realized by optoelecffonlc means.
' Hence, it is advisable to discuss sich processor designs as provide maximum of
compatibility with the existing computers and ensure the computer-aided solution of more or
less broad spectrum of problems.

Furthemore, it would be a good idea to discuss also the purely electronic versions of a
processor. The elecffonic designs of a processor are far morc advantageous than the
programmed designs, yet they do not compare with optoelectronic designs in efficiency.
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Introduction
Two automatized systems of pattem recognition are suggested. The fiIst of them is the

system of pattem recognition with leaming (PRL) and the second one - the system of
unsupervised (without teacher) pattern recognition (UPR). The sysrem PRL or UPR is used
depending on the type of initial information.

If the initial information is given as leaming descriptions in such case the problem of
pattem recognition with leaming is arisen and will be used the system PRL. The leaming
descdption is a sequence of parameter values (features), characterizing such objects for which
the class this object belongs to is known beforehand [1,2].

If we imply that between objects and their leaming desc ptions single-valued
intenelations exist then, the description Gr of the object g of the class S, may be

represented as follows
Gn = {at*,Qzr"; 'Qnt"} f tl

where 4r,u is the j -th parameter value characterizing the i -th object of the v -th class, M
is the number of parameters.

If the initial information is given as object descriptions but for these obiects the classes to
which they belong to are not known beforehand, the problem of unsupeNised pattern
recognition is arisen and will be used the system UPR.

Two expert systems and the method on the basis of which they are consbucted are
suggested as well. The first expert system DEOP determines and estimates object parameters
and the second one EOB - estimates objects.

l, Automatized System of Pattern Recognition with Learning (PRL)
The problem of Pattern Recognition with Leaming is put forward as follows:
The L numbers of unlapped classes (subsets) of objects, descriptions of which are

represented as (l) are given. On the basis of this information (leaming delcriptions) must be
deterrnined such knowledge base and data base (or decision function) by using of which will
be recognized rew objects from the given list ofclasses.

For solving this Foblem the system PRL [3,4] which consisrs of two subsystems is
elaborated. The first subsystem is the leaming model (LM), the second one is the model of
recognilion {MRl.

The aim of the leaming model is to determine knowledge bases and data bases on the
basis of initial parameter values, i.e. leaming descriptions which consist of features (parameter
values). To accomplish this goal in the leaming model are decided 9 problems.

The first problem of the LM is arisen when initial information is not given as leaming
descriptions, parameters are the functions of time and their values are given in the dehnite
period of time for objects of each class. By solving this problem are determined such initial
parameters, sequences of values of which are learning descdptions. At the same time each
description consists of parameter values not only in the fixed time but also in relation to
different time intervals. This problem is especially impotant for prediction of different
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phenomena, natural calamities.
By solving the second problem of the LM by means of random numbers and slipping

conhol procedure from the leaming descdptions at first are singled out the contol
descdptions (after recognition of which the effectiveness of work of the system PRL is
determined), then are determi[ed different variants of leaming and recognizable descriptions
to determine different knowledge bases and data bases. For the system PRL the both
problems are the auxiliary problems,

The method which is elaborated for solving the third problem - for separation of initial
infomative parameters uses balanced incomplete block-designs (BlB-designs) [5], corelation
matrices, conesponding to the blocks of the indicated designs and vector-optimized method of
choosing [6]. When the number ofinitial pararneters are small this prcblem is not arisen.

The leaming descriptions often consist of small informative initial parametel values (i. e.

features). In such cases to use these featues for charactedstics ofclasses in that form in which
they are given in the learning descriptions is impossible. In these cases for characteristics of
classes must be considered connections existing among initial parameters. By solving the

fourth problem are determined those connections - functions which are called artificial
(formal) parameters. They show those inner hidden connections among initial palameters,

which exist in realitt but in initial leaming descriptions are given implicitly. Those
parameters make it possible to expand the space of parameters when there are few initial
parameters and otherwise nanow it down. In order to discover these hidden connections the

method of determination of artificial parameter transfolms leaming descriptions into
geomeftical configurations after two-fold usage of BlB-designs. So tops of a geometrical

configwation (for simplicity is supposed that it's a triangle) correspond to the blocks of the

primary BlB-design which is composed of inilial parameters. That's why afiificial parameters

are considered in relation with these blocks. From these connectlons - functions are chosen the

best paramete$, values of which characterize classes. Artificial paramete6 may be angular

coefficients of straight lines passing through the tops of the geometdcal configurations,
trigonometrically functions etc. For instance one of the artificial parameters is

p =(b'z+cz - a'z )/ 2bc,

whetea,b,c ate lengths of sides of such triangle coordinates of toPs of which are elements of
blocks of the primary BlB-design. It must be mentioned that if correlation coefficients
indicate the existence of connections between pammeters (correlation between them),

artificial parameters detemine a form of these connections - functional dependence among

parameters.
As it is possible panmeters to have'a large number of different values, the problem of

determination of intervals of pammeter values - the fifth problem is put forward. The

algodthm of solving this problem takes into consideration that parameter values are elements

of leaming descriptions, which don't contain all parameter values. That's why this algorithm
determines the intervals of parameter values and codes them. The number of codes are

determined according to the pammeter v of balanced or partially balanced incomplete block-

design, i.e. configuration of type (v,b,k,r)") ot l,,b,k,r,n,,7,, pt ) which is used for solving

the problem seven. Thus are obtained leaming descriptions .written in a new "language"

(codet [2].
By solving the sixth problem are chosen optimal parameters on the basis of coded

leaming descriptions. The method of solving this problem uses new artificial paJameters

(which exist in reserye), criteria of the choice of parameters and vector-optimized method of
choosing. By using them after repeated coding the leaming descdptions will be written in
such "language" in which must be wdtten recognizable descdptions as well.

So, by solving the problems 3+6 is made preliminary transformation of leaming
descriptions.

Solving the seventh problem of the LM takes into account the transformation of coded

learning descriptions into BIB- or PBlB(2)-design by using the following function of
transformation
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. [q.eG =+q.-q"Vq.e B.,e I 11 " : '" '" 12)lq.eG,=q"--q"
where I is the BIB- or PBlB(2)-design, Br -the F{h block ofcorresponding scheme.

Thus, the scheme Iiu € I, corresponds to each leaming descdption G,u. The elements of
the blocks of the mentioned scheme are features (codes) with positive and negative signs. At
the same time each description G iu conesponds to b number of blocks. It means that the

description G,,will be partially reflected in each block. Chamcteristics of classes are

determined on the basis of the leaming descriptions, which are written in blgcks. These
characteristics are single features, their pairs, tdplets (which are detemined without a

complete exhaustive search) and specific blocks of these schemes which are combinations of
features chamcterizing and not characterizing classes [7]. Such feature, which chamcte zes
objects of only one class, is called a maKimal informative feature (MIF). If MIF characterizes
all objects of a class, it is called a maxMIF. At the same time by this method are determined
the measures of informativity of other features (not MIF) and that data which are necessary
for the model of recognition to recognize objects.

By solving the eighth problem are calculated threshold measwes. The MR uses them for
object recognition on the basis of the measures of informativity of features.

The last ninth problem of the LM is determination of a well-grounded learning
sampling, i.e. the necessary number ofparameters, leaming descriptions and optimal BIB- and
PBlB(2)-designs which are used in the method ofsolving the seventh problem.

The method of solving the ninth problem uses result matrices, whjch are determined
after recognition of objects of vadants defined by the LM.

After solving the above-mentioned problems arc received the knowledge bases and the
data bases for the MR (the second subsystem).

The model of recognition ior transformation of description of each recognizable object
uses all knowledge bases, which are determined for every variant of objects determined by the
LM. These knowledge bases are: the best pammeters chosen fiom initial parameters; the
formulae which detemine the artificial parameters; intervals of parameter values and their
codes - "language" in which are written leaming descriptions. Besides, as the usage of
differcnt BIB and PBlB(2)-designs and different number of initial paramete$ is taken into
account for each recognizable object is obtained corresponding number ofdescriptions written

'in codes. This means that one and the same object will be examined from different sides.
For making the decision which class a recognizable object belongs to the elaborated

criteria must be based on the following types ofdata:
1. A number of MIF-S and the learning descdptions which contain these MIF-S;
2. Informative features and their corresponding measures of infomativity;
3. Thresholds which are determined by the LM (problem 8) on the basis of such leaming

descriptions, which don't contain any MIF and maxMIF.
In the second subsystem on the basis ofthe above-mentioned are determined the criteria

of three kinds. The critedon of the first kind makes decision only on the basis of the data of
the first type. The cdterion of the second kind uses the data of the first and the second types.
The criterion of dre third kind makes decision using the data ofthe second and the third types.

After recognition of object descdptions of different variants the MR detemines result
matrices. The LM detemines a well-grounded sampling on the bases of rcsult maaices
(problem 9). On the basis of the knowledge bases and the data bases (which are determined
according to the well-grounded sampling) primary decisions are received for each control
description. On the basis of them is made the final decision which class S, each object

corresponding to control description belongs to with the degree of belonging
o< p,(Q) <r.

The function of the MR is also to corect knowledge bases and data bases after
recognition of objects, The coEection of knowledge bases and data bases takes place after
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determination of well-grounded sampling as well as when the MR makes decision about
belonging such new objects to class which are not taken from the leaming descdptions. The
latter indicates the fact that the longer the system PRL will work the rnore effectively will
work the system.

The ratio of the n, number of corectly recognized control descriptions to the whole

number n of contlol descriptions, i.e. E = nr /n is considered as the degree of effectiveness

of work of the system PRL.
In order to determine the detector of tlust of the system PRL, t is considered as the first

characteristic.
The ratio of number ,r, of corecdy recognized object descriptions of all variants in the

process of leaming to a number m of all recognizable object descriptions, i.e. A = m; / m is
considered as the second chamctedstic of the detector. The normalized length of the vector D

o=(rz(r'+ e'))''
is called the detector of trust. It shows how a user of this system can trust the system PRL in
future for recognition of new objects.

Our approach to the solution of the problem of pattem recognition with learning and
accordingly the theoretical pdnciples of the system PRL differs from all tlle works that we
know. In the methods and algorithms of solving the problems of the system PRL are used the
geometrical configurations: BIB- and PBlB(2)-designs, i.e, (v,b,k, ,) and

lv,b,k,r,n,J,,, p' ) type of configuations where v,b,k,r,n,,7, arc the pammeters ofthe first

kind and P'=(P',)is the parameter of the second'kind as it is given by a matrix; vector-

optimized method ofchoosing; slipping control procedure and correlation mat ces.

The suggested system PRL works effectively even in the cases when the following
difficulties arise:

l. Descriptions of objects of one and the same class differ from each other more than
descriptions of different classes;

2. l-/-afTling descriptions include a small or too large number of only less informative
values of initial parameters;

3. Jusl lhe same parameler tales values over 106.
In the system PRL for the first time were used BIB- and PBlB(2)-designs for

determilation of characteristics of classes majority of which are MIF and maxMlF. A great

number of them stipulated a large per cent of corectly recognized objects - the high
effectiveness of the system PRL. For the first time were also used the geometrical
configurations and BlB-design for determination of such artificial (formalfparameters values

of which draw together descriptions of the same class and move apart from each other
descriptions of different classes. Such approach stipulated to remove the above-mentioned
difficulties and that fact that firnctioning of the system PRL does not depend on the physical
essence of the objects under investigation and a number of initial pammeters. Thercfore there
is a great number of objects (different phenomena, situations) for rccognition (prcdiction) of
which may be used the suggested automatized system PRL.

The system PRL was often used successfully for recognition of objects of different
classes. The results obtained after the work of the system PRL showed that in many cases this
system on the basis of minimum initial information will be able to solve complicated
problems of pattem recognition.

2. Automatized System of Unsuperyised Pattern Recognition (UPR)

Irt's admit 8=!Qtl,i=],N is a set of objects which must be the sum of the classes

^ :--- ^(subsers)o=LlS",v=1,1, C, is the description of the object Q,, i.e. G = {G, },i = ],N,
corresponds to the set Q. When initial information is given by the elements of the set G,
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which are not leaming descriptions then the problem of unsupervised pattem recognitio[ is
arisen [8]. For solving this problem the automatifd system of unsupervised pattern

recognition (UPR) is elabomted. In the system UPR are solved 5 problems. After solving
these problems this system uses the system PRL. Indeed, for unsupervised pattem recognition
before determining the knowledge base and the data base the system UPR makes

classification of object set Q =l Qt ],i = f ,N.It makes possible to reduce the problem of
unsupervised pattem rccognition to the problem of pattem recognition with leaming.

The aim of the first problem of the system UPR is to tlansfolm initial descriptions by
using the artificial parameters. Utilization of the system PRL for recognition of different types
of objects showed that there exist such artificial parameters, which are one and the same type
of functions for them. These functions draw together the descriptions of objects of one and

the same class and move apart from each other the descriptions of objects of different classes.

This factor stipulates to wdte the descriptions G| i = 1,N, in such artificial parameter values.

But here, as in the system PRL, the artificial pammeters are used in relation with blocks of
BlB-design. As initial information is not rcpresented as leaming descriptions, how well are

chosen the artificiat parameters will be revealed after solving the other problems of the system

UPR or must be elaborated a special algorithm for choosing these parameters. It is possible

these descriptions to contain also values of initial parameters.

The second problem of the system IJPR is a determination of intervals of parameter

values and their coding. For this purpose a sequence { of values of any pa.rameter pj musl

be divided into such intervals that lcard P, =v and coded by the codes which are taken from

the sequerces 1,2,..., r, where r is the parameter of BIB- or PBlB(2)-design, which is applied

in the third problem. It is obvious that the morc different values contains a patunetet the more

codes are singled out for it. These codes are new featurcs. If among them are uninformative
featues (which characterize all objects - all elements of the set 0) then they will be

excluded and the rcmained features will be coded repeatedly or if the number of
uninformative codes is small they will be considered as fictitious features.

The third problem consists in transformation of leaming desciptions into BIB- or
PBlB(2)-design by the function (2), the second condition of which must be changed as

follows
Vq"e Bpe I : q"e q,.r'qd + 0.

Thus, any description G, conesponds to blocks of design 1, which consists of zeroes

and codes from the description G,, which is written in the blocks. The transformation of
objects into blocks gives possibility to determine a proximity (distance) among descriptions
by blocks.

The aim of the fourth problem is just to determine the distances among the descriptions
by the distances arnong the blocks.

Let' s call the blocks of BIB- or PBlB(2)-design in which the first description is
transformed the main blocks and the description itself - the main descdption. By the distances

calculaled between each j-th main block and the j-th blocks conesponding to other

descriptions G,,i = 2,N, is received a matrix

Rt={\jtt,i=1,b,i=ZN, (3)

where b is the parameter of BIB- or PBlB(2)-design and notes the number of blocks in it.
After determination of the minimal, maximal and mean values for each row of mafix (3) they

arc considered as components of a vector.
The lengths of these vectors arc calculated and ordered according to the gowth. Thus is

obtained the sequence:

q =h,t,h,t,...,tr,.'t,
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It shows the proximity between the first basic description and the other descdptions.
l,et us assume, that the objects given by the descriptions which coEespond to l,irland

the lengths of its two (or morc) following vectors belong to one and the same class. After this
will be determined the average of the lengths of these three (or more) vectors and will be
calculated

r, = (,;'Xh,l-h,ll.r =Q.+[i .

where z, is a cardinal number of the set of those objects which are regarded to belong to one

and the same class. Thus is received a sequence R; arranged according to the growth of the

deviations 4/. The description corresponding to the last membar of this sequence is

considered as the second main description. The same procedure will be carried out for it as for
the first main description and will be received the sequence R? which is analogous to (4) and

consequendy is received the sequence Rj. The sequence & is received in the same way,

but as the first element of the sequence & will be regarded as that element which will

approximately equally be remote from the first element of the sequences R; and R; . For each

sequence &,Rr,& will be sepantely calculated the difference between each following

element(4!*/,l, j and will be chosen the maximal difference for each of them

^*@*, -r*)= a,,-,(rr) p = t-r . (5)

In the sequences &,&,& according to the numbers of classes, the maximums of the

differences detemined by (5) will be considered in tum. According to these maximums the
objects coresponding to the elements of each sequence are divided into classes.

Thus, by using the sequences of the (4) type and (5) are received different vadants of
the pdmary classification, As it's possible to have a great number of idtial parameters and as

already we have a great number of artificial parameters, it should be advisable to group them
and then to use these groups sepamtely. This will increase the number of variants. After
determining the variants of the pdmary classification is arisen the problem of numbedng the
classes identically according to the numbered classes in the first variant, of choosing
admissible variants and of determining which class the objects belong to with the degree of
belonging - the fifth problem. For solving this problem in the first time the classes in variants
are numbered and then are determined the admissible variants. Those variants will be
regarded as admissible variants in which the number of minimal objects in any class
h< gL ,vlherc L is a number of all classes. d <,lis chosen according to the number of all

classes, Thus are received different variants (or variant) of classihcation B,, & = 7,,i . Some

of them can coincide with each other, but in some variants classes were intersected. On the
basis of admissible variants will be determined the final variants of classification, each
element (object) ofwhich will have the degre€ ofbelonging to the corresponding class

pn,Q)= *(Q,")t,,
rr(q" ) shows the number of those variants in which the object q belongs to the v -th class,

n is the number of all variants. The object q wi[ belong to the v -th class to trn,lv ) degtee

in case if the condition
pn,Q)>o.s ana (pr. (v)-pn, (*))< 0.2s \tk+v

is fulfilled. Otherwise the belonging of the object q wi be determined by using the system

PRL t3,4t.
Thus, objects will be classified without a teacher. In this case some objects belong

exacdy to the cotrqete class, some of them - with the degree ofbelonging (6).
After classification of objects the descdptions of them will be given to the system PRL

as the learning descriptions. On the basis of them the system PRL will determine the

(6)
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knowledge bases and data bases for recognition of new objects. At the same time by the
system PRL is determined how much corecdy is made the object classification and in case of
necessity will make corrections in it.

The system UPR suggested by us, unlike the existing works, at filst requires preliminary
ffansformation of descriptions - writing descriptions in the values of anificial paFrneters
(obtained by using geometrical configurations and BlB-designs), dividing their values into
intervals, encoding them, transformation encoded descriptions into BIB- or PBlB(2)-designs.
Then it requires usage of the concept of proximity by means of the approach, which is unlike
existing works and the system PRL for determination of a knowledge base and a data base.

The advantage of the determination of the distances between the blocks for the
classification of objects is that in this case not only sepante featurcs are compared, but also
their certain combinations.

3. Expert Systems
l€t's consider two pioblems the solving method of which is used in the suggested

experT sysrcms:
r. Determination and estimation of object charactedstics (Foblem A);
2. Estimation (also recognition) of objects by using the characteristics determined by

means of solving the first problem (problem B).
For solving the both Foblems one and the same main approach is used. It is

accordingly modifred taking into account the specificity of these Foblems.
I-et's assume that any object is given. We must determine the charactedstics - featues

ofthis object taking into account experts' opinions.
The procedure of solving this problem consists of three stages.

On the first stage each expert l./, j=J,m determines a set of those features

(characteristics) which to his/her mind characterizes the object O, P =tp ,l,t =Lrj. By

using them is determined a set P'= LIPi ofthe features of the object O.

On the second stage each expert will choose the set P ,j = Lm of permissible features

lrom the set P . From these sets will be chosen such elements (features) which are chosen at
least by two experts. I-et's number the chosen features and mark their set this way
.P ={ pt J, i = ],n.

On the third stage experts order the elements of the set P according to prefercnce from
the point of view of informativity [9]. If we consider infomativity as a fuzzy concept and a
set of informative features as a fuzzy set, the measure of infirmativity of features will be

considered as a degree of belonging to a fuzzy set p"olp,) l2,l0l,
to determine the func tion

qp,)=t\r(p,),i=1,/,. For ordedng the elements of the set P is used the following term-

sel

711x1=!@,J.i=lS.
where turf >>- much more preferable, 6r!m > - much preferable, or]>- preferable,

or:>- preferable or equal, or:--equal. (7)

(A number of elements of the set T(@ ) may be increased as well as decreased).

l-et's mark the ordered sets (sequences) offered by the expert )1, j=1,rrl, in the

following way rll = 1P,(o/. If we number the sequence @ separately from the sequence fI,
we'll have II-1 element in it so, that before the element pr € nj which is the v-th element

in it, will be the (v-..)-th element from the sequence o. If we determine the distance

Thus the problem is reduced Vpie P
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between two elements of the set rI, as a function of o
featues placed on the first and the v -th place in the set IIj

-'.,. s
P, = P(P;'Pi t= Lt\r.rJt)'

where the function r(a) Vor elements transforms into [0,1] interval so that

I if 2,.r, =>>

0.75 if o.l, = m I
0.5 il co, =>

0.25 if r0r +
0 if a)r=-

If we consider the set Pas an abstract set, then cald f(o)= I and r(.!t])=] Vl.

While determining the sequence rI, V ?j expert must put on the first place a fictitious

element which must correspond to the best feature and in its relation must order all the

elements (objects) taking into account (9). On the basis of the sums of the values of

r(@r) which are determined by (9) from the sequencesn'i = -l,m is formed one sequence

fI in which will already be taken into account opinions of all experts lt's obvious that the

further will be the i-th element from the best ones (from the element placed on the flrst place)

in the sequence rI the less must be its measure of informativity (weight function) - a degree

of belonging to a fi)zzy set for determination of which we use the following normalized

function [2]
qp,)=(p-p,)/p, (10)

where p = mdttl1Lx{ p,, } + e, x > 0 is any small number , 4 is the deviation of the i -th

element from the first place in the sequence n and pr, is the deviation of the same element

in the sequence II, . Thus is detemined the function Q( pi ) = ttp , vhich transforms [p o]

into the inteNal [0,1]. Such approach makes possible to estimate experts as well and

determine their competence by means of the following two charactedstics [2,11].
The first of them is connected with the weight functions of parameteG offered by the

expert fj

x()j )=
t, 

>* o,r.o = iq(p, ),
\l Et' / p,eP)l)P l

for determination of the second characteristics of the i {h expert must be taken into account

deviation of the sequence n, from the sequencell taking into consideration weights

(measr-rres of informativity) of features, i.e. is determined

- r(o), the distance between the

will be determined as follows:

(11)

(8)

(e)

A, = lfrd n, )t ,, Aru = 14 - 4jl,

where 4 is deviation of pj from the first place in the sequence fl and 4j - in the sequence

nr. On the basis of (11) is detemine the set llprl ordered according to experts'

preference. On the basis of the sequence flprl by analogy with (10) is detennined the second

characteristics of expens 2,, j = l,n
r(r,J= (6 - 6, )/6, 6 = nf'Pj i+ s, s > o.

If we consider X();) and F(3,) as the components of the vector K, we call the

normalized length of this vector the competence of the expert l, . We can determine ( as a
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linear combination of X( ) j ) and, f( lj ) For estimation of coefficients in this combination

we can use the method of determination of features with the help of experts.
When the number of features is large it's not convenient to order the elements of the

whole set P simultaneously. In such case we use BlB-designs or tactical configurations (the
blocks of which besides pairs contain also triplets of one and the same quantity). In this case
the preseltation of knowledge is matrix form unlike the previous case when the form of
presentation of knowledge is linear, This is conditioned by the factor that experts have to
order according the preference not the whole set P, but the elements of each block, which
make peculiar corrections in the method and at the same time specifies feature weights. An
algorithm of detemination of expert competence requircs correction as well. In this case is
determined the third characteristics of experts which concem the deviations of the cardinal
numbers of a set of such blocks of BlB-designs in which one and the same elements arc
placed in the first place. This conditions the addition of the third characteristic Z( ) j ) fot the

determination of expert competence. By means of these three characteristics is determined
the competence of the expert )j

K( t, ) =,tf x(, I nY(a | * 4\ f )/ 3 (r2)

This is that main method (approach), which is used in expert systems (ES) U2l. In
general the following main problems must be solved for consfucting expert systems:

1. To acquire knowledge using the specialists of tle coresponding branches;
2. To choose a form of representation of knowledge (to determine the knowledge base)

and form the data base;
3. On the basis of the existing knowledge base and data base to work out a decision-

making mechanism and make a decjsion.
Two expefi systems are elaborated for solving the problems A and B. The ES DEOP is

elaborated for solving the problem A - to determine and estimate the parameters
(characte stics), which are characteristic to objects. For the ES DEOP knowledge is acquired
on the first stage of the method described above. The form of representation of knowledge
(linear or matrix) is chosen and the data base is formed on the second stage and the decision-
making mechanism is worked out and characteristics are finally chosen and estimated on the
third stage. The expert system uses the algodthm of estimation of the experts described above
to determine the competence of experts. The expert system DEOP is used to detemine and
,estimate characteristics of any objects, situations, competitive projects; of ergonomically
demands: of criteria etc.

For solving the problem B (for estimating objects) the ES EOB takes into account the
characteristics determined by the DEOP, weight functions of charactedstics of those objects
estimations of which are the goal of the expert system EOB.

Let's have objects, which must be estimated - competitive projects, educational books,
information about regions, where may be expected conflict situations etc. Experts must have
the list of parameters of the objects under investigation which are detemined by the ES

DEOP. Every i -h j = l,* expert must fill a maffix, the firsts row of which corresponds to

the sequence of param eten p, , i = \n and the first colurnn - to the sequence of objects O* ,

I = 1try . mus every expert )j will determine the matrix lr the element a,'* of which shows

how much the i -th parameter chaJacterizes the I 'th object by means of the opinion of the j -

th expert. The element a,{ receives values ftom the interval [0.1]. Thus is obtained the m

number of matdces. From matrices T' , i = l,m is determined tle matix an element of
which is determined as follows:

a.=llqp,)a,,^.'" m1 ,
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where Q( pr ) is determined by the formula (10) For any t -th object is determined

,^ ,l i\QAt)=-2'4" '

which is the first characteristic of the object A, For determining the second characteristic the

ES EOB will use prcsentation of matrices form for knowledge and so will determine the

weight function V( Or ) of the object A , which is considered as the second chamcteristic. By

these two characteristics the normalized weight function of the objects 0r is determined

oo = .l(@(QnD' + (ut(Q,D") t2 .

If we wish to determine the weight of the object 0* only by means of the expert )i fo.

the first characteristic of the object Or is considered (pr(O*), whictr is determined on the

basis of the sequence ordered by the expert :, according to the prefercnce of elements

(objects). For the second characteristic is considered the weight \r( 0r ) which is determined

on the basis of blocks of BlB-design ordered by the i {h expert according to the preference ol

elements (objects). The normatized length Of of the weight vector determined by these two

characteristics is the weight of the object Q by means of the opinion of the j {h expert

Thus, on the one hand is determined the weight 0(q) of the object Q, in which is

taken into account the parameter weights which are previously calculated by the ES DEOP

and the comnon opinions of experts and on the second hand - the weight Ol of the object 0*

determined only by means of the opinions of rhe eipens ;- , i = ,l rrl '

By the differences between them for all objects is determined a lie detector for every

expert )j

ri =*>lo. _oll

usage of which by analogy with (10) the characteristic of the i-th expert is determined

Yt=tL-L; )/L Vi

wherc L = nax{ Ii }+e, €>o. What concems other characteristics they are calculated by the

algorithm of estimation of experts as the second and the third characteristics as well. By these

tllree characteristics the competence of experts is calculated by analogy with (12) The first

ES suggested by us besides the fact that prepares information for the second ES is also used

for dJtermination of initial parameters for the system PRL. It will help the system PRL to

determine object parameters by means of experts for determination of tearning descdptions by

these parameter values.
ih" botl't eS in diatogue regime can use any natural language. The systems PRL, UPR

and expert systems DEOP and EOB are realized on the PC Pentium-l33 by the collaborators

of the Department of Classification of Complex Systems.
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ABSTRACT
Most leaming sys(ems for paltem recognirion using recunent adaptive

procedures are usually considered without inner fe€dbacks. That means they
cainot process temporally correlated pattems without a special arrangement
wilh delay elements. Besides such static systems do nor have an abiiity to
generalize patrems in a sense to maintain relations betwe€n visual, oral or orher
kind of stimuli.

The adaptive syslems with inner feedback are to be considered as the
dynamic systems wirh inner complex transient processes. The extemal and
intemal signals continuoudy changing the saucture of syslerx. These systems
have quite differenl character of tunctioning as d;stincr from static ones and
there has been made an atiempt to show whether they can be able io adapr ro a
temponlly changing environmenr and learn certain reladons between Dattems
or general;ze comple\ \rimuli. Simutarion ot such dlnamic ryslems i. atso
considered.

1. INTRODUCTION
Most investigations of learning networks as any adaptive systems using recunent

procedures like perceptrones Ul, ADALINE and MADALINE [2] or leaming matrixes [3]
and so on are dealing with the systems in which processed information flows through them
only into the one direction - from inputs to outputs without inner cycles. This circumstance
makes it possible to avoid terporal correlations into the input sequences and consider
separated samples of an input rnformation as temporally independent from each another.
These systems cannot prccess temporal sequences without a special arrangement with delay
elements installed especially for this purpose.

'The present paper pursues the objective to clear up some p.incipal abilities of the dynamic
adaptive leaming network the example of which is so-called cross-connected perceptron [l]
with inner feedbacks.

First of all the dynamic system with inner feedbacks must be considered, on the one hard,
as a system consisting of neuronlike elements with feedbacks and providing the
spatiotemporal summation of input signals. Then they have various dynamic states. We will
try to show how such a system could adapt to a periodically presented temporal sequence
without any outer interference upon this system, or is able to be selfadapting or selfleaming
one under certain conditions.

On the other hand such a system develops quite new abilities conceming a static one in a
sense of its complex behavior or interaction with an environment which means a further
approximation towards understanding of brain mechanisms.

The percephonlike systems were built 30 years ago by analogy with the topological
structure of the visual neural system ofa living organism. But here we omit such a question as
a localization of various specific functions like multidimentional controlling of an organism,s
motoric system [4], selective sets [5] and so on which are really connected with a complex
sequential behavior of an organism. Below we will only consider the hypothetical memory
mechanism, which is necessary for objectives of the present work.

Kalbertson, Hebb and others proposed the model of memory, which was effectively used

@ Institute of Cybernetics
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in various leaming systems [6,7]. This mechanism suggested a correlation between an afferent
synapse and an efferent neuron so that the aansmissiol ability of the synapse is increasing

with a positive correlation aIId vise ve$a. Investigation of s)mapses show also that the each

previous depolarization of a given synapse increases the action of subsequent ones but affel a
certain excitatory sequence there arc coming so called periods of facilitation which may have

three phases [8]. For instance, the last of these phases may continue for many seconds. The

depression phases are also coming after each facilitation.
Number of investigations the dynamics of a synaptic tansmission show that the

interconnected neurorN deternine a temporal perception and they could memorize such

temporal pattems for a certain period of time [9].
Perhaps, the mechanism, which could be used as a neural model has to be substantially

simple but on the other hand it should provide some complexity of behavior of a living
system. From this point of view a simple adaptive leamillg system like ADALINE
MADALINE, percephon or leaming matrix [l0] were as an attempt to investigate abilities of
a homogeneous associative system with an extremally simplified memory mechanism,

minimum structural differentiation and without any intemal feedback which means that they

are the static systems only but not dynamic.
Meanwhile a neuron network as a model of a part of brain is supposed to be making it

possible appearance of some psychological phenomena according to the structual complexity
of a network. Conceming the static adaptive leaming networks we can say that they have the

simplest psychological phenomenon -lQiillli4gqisbillslli4qli This property of a system uses

the difference between environmental stimuli rcflected on the sensory input of the system, It
is obvious that almost all pattem recognition systems are based on such an extemal

differentiation ofstimuli on the sensory input. t

The generalization of stimuli we can accept as the fotlowing psychological phenomenon

which is suppose to be an ability of invariance of the system conceming various

transfomations of input stimuli and this property ratler expresses a detection of relations

between stimuli than they have common input components. Therefore, from this point of view
talking of the simple distinguishing the term ,,genemlization" is fairly often used not quite

properly. As it was shown such an ability partly fiad the multilayer perceptrons and the

systems with inner feedbacks or so called cross - connected perceptrons [l].
The third important psychological phenomenon is connected with introduction of a

temporal factor or it is ability to recosnize the temporal sequences. In other words it means
'the tempoml invariance of the system to in the time-correlated inputs. This property is
principal ability of living organisms for interaction with changing environment. We should

note that this property is organically connected with the systems with inner feedbacks.

Finatly we can say that the above mentioned three properties of the bmin with such a
complex phenomenon as the selective set [11] which is intended to be a prcgrammed

controlling of perception that may Fobably lead us to understanding of morc and more higher
levels of the human brain's activity expressed as self-consciousness, creative activity and so

on.
Therefore the srtbstantial difference between the adaptive leaming models co[esponding

to the first psychological phenomenon - to distinguish or classify by impute differences and

the transitional dynamic systems with inner fe€dbacks having quite different abilities is

obvious. Usually almost any recurrent adaptive pattem recognition or decision making
procedures are conceming the first simple static models while we will try to show as the

dynamic ones could able to generalize input stimuli as to recognize temporal sequences Here

we should note that the ability of temporal pattem separation can also include the fiIst static

recognition as its special case.

Before we will consider the dynamic adaptive systems it seems to be reasonable to
analyze sorne properties of neuon networks dealing with a spatiotempoml summation of
inDut sisnals.
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2. SPATIOTEMPORAL SUMMATION OT'INPUT SIGNALS AND CIIANGING
STRUCTURE OF THE DYNAMIC NETWORK

As we know one of the important mechanisms participating in neural information
processing is the input of a neuon the-synapse u2l. Some details connected with synaptic
transformation of the electric input signals into the chemical mediator and its further
transfom into the postsynaptic potential here will be omitted. Though this prccess is very
important to investigate the synaptic conductivity which we will consider later as the weight
or transmission coefficient of the separate synaptic input.

The input signal comes to a synapse of the neuron and participates into creation of the
postsynaptic potential. This potential stipulates the excitement of the newon. In general the
action one or even several synapses is hardly reflected on the postsynaptic potential so that the
response of the neuron is dete.mined by the total sum of all the excited synapses.

The phenomenon characterized by a summation of signal sequences on the one
synapse dudng a short time interval; as a mafter of fact it is an integration in the time and is
known as the property of temporal sur]rnation of input signals. On the other hand the
postsynaptic potential is a result of summation of input signals coming on the seveml
synapses at the same time or almost at the same time. Such an action is know as the property
of spacial summation of input signals coming on the several synapses at the time or almost at
the time. Such an action is known as the property of spacial sunination of input signals.

Quantitative description of the above mentioned processes undoubtedly presents fairly
hard problem but some i[vestigations had shown that we can assume with a certain
approximation that the spatiotemporal summation of the synaptic signals has linear character

t131.
If we suggest that y(t) is the postsynaptic or membrane potential caused by an action

of the given synapse at the time t - t and this potential is exponentially drcpping after each
activation of the synapse u4l we could have

v(t) = jue n(r)l(r)d1

where 2(z) is a mean pulse intensity coming to the given synapse, d and B are constants

depending on the synaptic elecfochemical properties. The equation could be rewritten as

dv(r\ . D,. . P/(t) (2)
AT

These equations are apFoximately describing a transformation of the input pulse
sequence intensity into the membmne potbntial under conditions of both the linear summation
of input signals and the exponential decrease of postsynaptic potential. In fact the
spatiotemporal sulnmation has much more complex character.

Now if we suppose ftat transmission of an infomatioo from one to another neuron
occurs without any distortion or is linear it will tum out that the tlansform operator of an

lnput-output rs

r=:(i+F)
d'dt '

where t -is some constant and presents a mtio factor between frcmbrane potentials of serially
connected two neurcns or vr(r)= tt4(r). fnis means that the intensity of generated pulses by
the neuron as well as input pulses, should be propoftional to both the membrane potential of
this neuron and the rate of potential change.

Now let us consider an isolated neuron on the inputs of it are coming pulse sequences

ArQ\1r(;.\...,1,Q\.. ,2. (r). According with neurophysiology the transmission function of a
neuron does basically depend on the character and dumtion of input influences. These input
sequences arc causing a change of the synaptic conductivity or a synaptic weight change.
Such changes are to be short-term changes. Then the hansmission function of a neuron could
be written as wt^OJ"Q), ,A,Q\...,4(r)]. Now suppose we have an arbitrary network

(l)
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consisting of above-mentioned neuons and having intemal feedbacks. In general case each
neuon is supposed to be having a pan of inputs ftom outside environment relating to this
network and another part of inputs coming ftom any other neurons of this network. Now for
any component of this network ir (t) which catr be an input as well as an output of any neuron

of this network we can write

# = t,'ont'^,u," 4(t)""i-(tn
which means that an arbitrary chosen part of this network could be considered as the
autonomous dynamic system u5l. Later we will consider some properties of such systems.

Here we should note that the weight changes in the static adaptive leaming systems is
assumed to be made by an instructor from outside after what these weights can be left
unchanged as long as it is required. However in such a system as the dynamic cross-connected
newon network, as distinct of the static one, the weight coeffrcients are permanently changing
even if input signals are absent. Then we can observe a dynamic equilibrium of the system.
The weight changes depend on a local activity of groups of neurons. It means that such a

system can autonomously rechange its strucfurc without any outet interference. One may
suggest that the instructor's action upon the weights of static systems is corresponding to the
outer infomation flows coming to the living neural system. For instance, the oral, tactile and
so on information channels could serve as an insffuctive inputs for the visual leural network.

Therefore, we can affirm that the variation of the neuron transmission into the leaming
or adapting neurol subnetwork occu6 depending on a character and duration of the temporal
input signals upon this subnetwork.

There are some works dealing with a pulse circulation in neuronlike networks [16,17].
According to them the time while a pulse tlack is existing into a circulation loop determines
the circulation's further existence. In other wofds if tle time of tmck existence surpasses some
time interval we have'the fixed changes into the loop during the time much longer than the
track existence time, or there is a dynamic memorization of a pulse sequence for a while.

3. ACTIVITY OF THE DT"{AMIC NEURON NETWORK AND ADAPTATION
There arc known some investigations of an activity of neuron networks with intemal

feedbacks [18,19]. More distinguished results on this rnatter were shown by D. Smith and S.
Davidson [20]. Though in this work as in many others the statistic qualitative analysis was

,used for the randornly connected neuron network activity to establish relations between a
degree of activity and the network parameters. Because of complexity even statistic analysis
of such a system with nonlinear elements connected hansmission coefficients between
neurons and the second limitation supposed absence of the input signals to this network. In
other words therc was investigated the isolated system with an arbitrary initial state from
which the system has been started its motion. As a matter of fact it tumed out that the system
was always coming up to the same ultimate state independendy on its initial state. However
this final state was conditioned by only the parameteN of the system.

There was shown also despite the neurons can have considerably varying thesholds
there is always existing a stationary network activity having the definite oscillation cycle and
the period of this cycle is widely varying depending on values of thresholds. In other words
the weight changes could be reduced and considercd as the adequate threshold changes.
Hence we can conclude that for any connected neuronlike network with considerably varying
weighted connections there is the precisely determined oscillation cycle or sequence of
excitations for neuon subsets which does not depend on the network's initial state.

Therefore such systems are autonomous and their motion hajectory in the phase space
and the ultimate equilibrium state when t 9 @ does depend on the parameters of the system.
It is obvious the oscillation and cycling activity is to be the basis ofa dynarnic memory, Since
an investigation of such a system interacting with an environment and undergoing structural
changes happens to be very imponant problem. For such a case the activity levels of a
dynamic network has to be changing as it was shown by W. Ross Ashby [21].

59

(3)



L€t us consider the network shown in Fig,l which is consisting of n rcurons. The
weighted signals from all the neurons are coming !o the inputs of each newon. The lotal irput
signal drvJ for i-th neuron is coresponding to the abovg mentioned neuron's membrane

potential V(r) and the output signal B,(t) is respectively conesponding to the pulse intensity

in an axon ,1,, (r). Then the tansform operator Q according with equation (2) will be

f4 *,l. *r,"r. y is consranr.ldt l

Fig.l- THE ENTIRELY INTERCONNECTED DYNAMIC NETWORK

Now we suggest that the synaptic coefficient w,'' betweel the i -th and j -th neurons

are automatically changing as a certain given function of curent values ofthe i{h and j-th
neuon outputs. For instance this coefficient could get some positive inoements to strengthen
the corelation between neurons excited at the same time while these increments may be

negative for the neurons, excitatiors of which are not coinciding. The system with such
automatic weight changes preselts the dynamic adaptive leaming network. The state of the
system is characterized by motion of the representative point into the n -dimensional space of
inputs or the ,'? -dimellsional trajectory into the space of input components.

The operator C) is realized by a neuron according to €quation (20), which exprcsses
the rclation between the change mte and value of the total input signal and the output signal
and the output signal of neuron. It makes possible to consider such networks as autonomous
dynamic systems. The network rcmains autonomous if the Q operator happens to be either
the tkeshold function realizing the pemanent output when the total input ove.passes the
tkeshold or some nondecreasing function of the total input.

Therefore in case of the network consisting of t? -neurons and the total inputs are

differcntiated time functions dj (t), wherc I =1,2,...,n, wehaye the canonical presentation of

da.kl -,---= = r,\dt.d2,....d" )
4t
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Such a presentation of the system where 4is a singlevalued but necessarily continious
function makes it possible to eliminate some variables by introducing derivatives of these
variables. The system (4) could be written in the finite differences if we have temDorallv
quantized variables.

Investigation of an autonomous system stability showed that in case of the linear or
nonlinear system increasing number of connections between elements leads to the instability
of whole system. We should note that if { are nonlinear differentiated functions they have to
be considered as linear in an arca ofcloseness to the equilibdum Doints.

Let us now consider a neuron network with certain thresirolds. It is easy to show that
the introduction of thresholds in such a system is equal to consider the system with variables
a.t,c4,..,,ctn, which are piecewise constantly changing in tirne ana a._,(l)a._r(t)...c, (l)
are continuously changing variables in time. Now we can prove the theorem: any system of
(, - m] vadables does remain autonomous on the permanent intervals of ,4 variables [23].
Therefore the threshold elements involving addition or elimination of constant functions does
not change autonomosness of the system. They only change the phase space and stability of
the system. It is obvious that a unification of sevetal autonomous syitems forms a new
autonomous system as well.

We should also note that the unification ofautonomous subsystems in some cases may
give a stable system while in other cases we can get unstable systems for one and the same
input. It is also easy to show that a unified system has more wide choice of behavior than a
system consisting ofthe same but isolated subsystems [21].

Let us consider the neuronlike network (see Fig.2) consisting of n _neurons and each
of them is connected with all of the rest. Now suppose the weights of these connections
n, can change continuously depending on the state of connected neurons at the definite
moments of time. The changes of a total input signal cr happens by leaps and a transient of
the system between these leaps will correspond to behavior of an autonomous system because
all the weight changes are explicit functions of outputs p, and hence of inputs d,. However
there are n'? subspaces conditioned by n threshold elements and states of the system wherc the
system can make such a leap is called rhe critical srates of rhe syslem.

Let us now suggest that we have an outer input vector consisting of the piecewise
constant time functions as componenrs ofx[*]= x{*,k}r, kl...", [*] rvti"re t = t,2,...,2 i.
number of discrete interyals on which the components -x; remain constant. Now if such a
vector is applied to the autonomous system then for such an interval exists its respective
phase space or there is a ceftain correspondence between the input vector and srat" apu""s.
However this relation is not singlevalued because for one and the same phase space we can
have the set of input vectors.

If tle weights of connections are increasing between cofielated neurons and
decreasing between all the rest ones then we can observe a tendency of formation the quite
definite strongly connected neurcn subsets. As it was said earlier such d;.umic .y.r"m co.".
to its periodical or cyclic activity if there is no outer input signal and weight changes of
feedbacks [20]. An addition of feedback weight changes leads to a motion of the system inro
the subspaces continuously and makes it possible to find a stable equilibrium state in one of
these subspaces. In other words the system is adapting with its stru-nral changes during the
cycles.

To converge motion ofthe system to a stable equilibdum state there arc necessary and
sufficient conditions depending on the feedbacks changes [21]. Such a state conesponds to
the definite stable subset of excited neuons and changing input variables. The reprcsenrauve
point of the system is into respective phase subspace and is not overcoming stability borders
of the system.
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Fig. 2- THE DYNAMIC NEURON ADAPTME NETWORK
time independability of variables, which is equivalent to a separation of the system into the
parts and substantially shortens a transient of the system.

As distinguished from the systems with fixed weight coefficients in the system with
automatically changing weights the ultimate activity of the system d€pends on both the
system's initial state or initial values of weights and the input vector XLll which is constant

at the interval 4. Therefore if the state of network is S[k] and accordingly the weight vector

of the system is W[t] wfrere ,t is number of discrete time intervals then for f -) - we have

s[-] = Y{x [-1",,w[o1 s[o[
Now it is easy to show that if the time interval 4 is less than transient time of the

neuron or weight element of the system and the same input X is periodically coming on the
system with a period much longer than the transient of whole system then the system comes
to such equilibrium subspace from where the same input X cannot lead out the system any
more. It means that having a certain metics and continuity of the phase space one and the
same periodically repeated impingement will be shifting the representative point on less and
less distance which corresponds to gradual decreasing of changes of weight vector
components. Such a fact shows stability of an utmost equilibrium state of the system to the
weak iregular input signals. This phenomenon was experimentally shown by F.Rosenblatt
[lj. If the neurons have three or more inputs from the outputs of other ones not depending on
a number of input components the system quickly "forgets" any inegular changes into the
input regular sequence. I{owever therc are cases when such changes might be easily detected
with eliminating the negative inner feedbacks between neurons.

Hence the dynamic connected network like cross-connected percepton presents a
selfadapting autonomous network which can find out the respective stable areas remote ftom
critical points during its interaction with a periodically repeated input. For instance, for two
various periodical sequences such a system can respectively find out two stable areas into the
different phase subspaces. Overlapping between excited neurons for different sequences
shows a closeness of extemal stimuli according to "the point ofview" of this system.

Therefore the dynamic cross-connected system accumulates an extemal information
by a pedodically acting environment. Besides the system changes its inne. structule or



weights because it has to be adapted to an environment. Such an adaptation could be nther
considered as selfadaptation or selfleaming ability of the system.

We should not that such an ability is entirely absent in the static systerns without inner
feedbacks which is to be the principal difference between the static and dynamic systems.

3. CHANGING ENVIRONMENT AND LEARMNG OF THE DYNAMIC SYSTEM
Existence of the time factor into a real physical environment should be respectively

reflected on behavior of the system perceiving some changes of this environment. From this
point of view, first of all, there is arising the question of a tempoml accordance of the
environmental changes with the intemal system ffansients as well as any king of interactions
between environmental objects and the system. Hence if the brain is considercd as a dynamic
system so it could perceive such environmental changes the rate of changes of which roughly
saying is less than the rate of intemal system hansients. The time constants are usually
conditioned by propeties of neurons. We should note that under the rate of movement of a
changing environment we will mean the reduced mte of movement to the sensor or receptive
field which actually is a relative value. For instance, under the reduced rate of a moving
airplalle or car being observed by a man should be understood the airplane's or car's
projection rate on the retina of an observer.

Perhaps the living organisms worked out their watching ability the principal sense of
which (except widening of watching angle) is the ability of reduction an object's Fojection
rate on the retina. The watching process is continuously occuring as a result of coming of
controlling signals from the brain. It is too complex process, which presents the objective of
lhe separale in\estigarions [4].
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Fig.3 - THE MOVING TRIANGLE ON TIIE INPUT FIELD
Let us now consider a sequence of images reflecting a motion of one and the same

image on the retina. For convenience suppose that the top margin of retina is prolongation of
the bottom one. Thercforc the part of image outgoing Aom the bottom margin has to be

appearing at the margin of the retina and vice versa, Now if the time is quantified or
t = 7,2,..,,n , then the motion of an image for ,? -intervals might be presented by an image

sequence caused by successive shifting or turning ofthe one initial image.
A direction of shifting of the center of gravity of an image detemines the motion

direction and a linear angular distance between two subsequent images respectively
detemines a linear or angular rate of movement. The possible versions of shifting and tuming
motion ofthe tdangle on the retina is shown in Fig.3.

Suppose the number of neurons of the connected network is equal to N. Then the

sequence ofimages Uiftl,ui,...uij conesponds to the time vector-function

x' [,]= x' {,jl,l'jl,l, .'j[,]
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where ri [z] is the total input signal on the i .th neuon ftom the f -th fragment of the 
',-th

time interval. Then in accordance with Fig.2 for the r? -th moment of time we can write

a,l"l = x,l"l + 2, rblf ,1" - rl

Here we have to take into consioeratloln that the neuron realizes a signal delay for one

time interval and we have as well

- , . lt.",lnl>o
B l,)= lo.o61.u (6)

However according lo {5) the weight coefficient,
*,,b]= *,,h - t.it au,' [nl (7)

where the incrcment Awr,[z] depends on both the flil"-l] u"a B,fal. Hence the sum of

multiplications u,r[a]Br[z - t] is tne nonlinear function of Br.

Now suppose311the weights u'r, [r] are changing in accordance with a certain rule or

algorithm [23]. As some investigations show we always can choose such weight change

hansients that during only one presentation of the Lry sequence the increments Awr,[nl could

be such a small that we can consider the input as a constant for a given autonomous system'

Then if there is a steady solution or respective steady equilibrium state for the system as a

result of multiple presentation of the same sequence there should exist a limit of weight

components:

tim ,r;[uJ= r7.i
U-t€

where u-is a number of prcsentation. Assume that such equilibrium state does exist and for

the i-th neuron we have coresponding weight vector t{z; into the N -dimensional space ln

(5)

addition if the vector B{p, } conesponds to the subset of permanently excited neuon outputs

then the expression (5) might be rewdtten asN 
-

a,l"l= *,1'1' 2* t, F 1l' -tl= *iln)- wi 'B

Now if A{a, [z[ = al'l x{'' t']i= xt'l and lV; B = C are respectivelv the total input

vector, extemal input vector and displacing vector into ly' -dimensional space instead of (8)

we can have
A[,]= xl,l+ c (e)

(8)

As it was said earlier an adaptation of a system has to be characterized by permanence

of some parameters during the presentation of on

-+# and^the same image sequence because of threshold elements. Therefore as a result of

leaming or adaptation of a given dynamic system to the Ui image sequence the system's

motion into N -dimensional space of inputs will be cyclic when repeating the sequence This

cyclic activity will be conditioned by the displacing vector C (9), into the immediate

cioseness of which the cycle will be closed. However this cycle will not be outgoing from

oneN -dimensional subspace limited from above by the hypefcube having the side equal to

lhe threshold of neuron.
Hence a leaming process of the dynamic network means a reductron of the image

space by complex nonlinear transforms so that to place all the repeated learning image

s-quence into the proper subspace with a coresponding center of gravity'^ 
The abovJ mintioned says of principal difference between leamilg procedures into

the static adaptive systems and the systems with inner dynamics. According to formed
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systems we can have dgid nonlinear previous transforms of input information and later linear
separation into classes. Ilr recent work we showed how it is possible to find out minimum
leaming adaptive network for a given recognition problem by sorting out procedure of
nonlinear ffansfoms which have been done by the supeNisor [22]. However in the dynamic
system to a certain extent similar sorting out procedure of hansform operators is automatically
occurring without any supervisor's interference. It is obvious as well that the dynamic system
has wide possibilities of choice of an input space transformation but then arises very
important question-under what conditions could the system optimally move to the respective
equilibrium steady sta(e.

We should note that the constants of weight changes or weight algorithm parameters
have a great deal with convergence of a leaming process. While a maximum rate of image
changes will be determined by the system's temporal characteristics or boundary of
perception. Thus a leaming process in dynamic systems is substantially connected with
temporal factor and there are to be considered temporally conelated image sequences. So the
dynamic system itself recognizes temporal sequences when it is gradually adapting to the
periodically repeated "memorized" sequence. The duration of such a sequence depends as
well on transit time of the system. Some random deviations or iregular input noises does not
influence the main ffend of a system to reach a proper steady state.

F.Rosenblatt has made an attempt to show how the dynamic newonlike network can
generalize environmental stimuli ul, which is also very imponant psychological phenomenon
as it was said earlier. In other words this is the property of invariance conceming the
fiansformation groups of inputs which is probably also connected with temporal corelatiol
into the transformation groups. It follows from some expe ments of simulation of the
dynamic neuron netwoiks [1, 23]. Even these expedments with poor and very simplified
dynamic neuron adaptive networks to a certain extent showed the ability of generalization.
The digital computers have been operating very long time (about several hours) to get a
leaming cu.ve. The need of long simulation is conditioned by serial processing of a lot of
weight changes.

As a rule the temporal input sequence presented to the dynamic network consisted of
such couples as an image and its some one to one transform, another image and it's the same
ffansform, the third one with the same transform and so on. These transforms is supposed to
be shifting, tuming or continuous deformation of one and the same image. There were used
two kinds of images. The first goup dedved from randornly chosen digits on the rctina and
the second one supposed to use also mndom but congruent images. The ten expedments werc
caried out for each kind ofimages. The generalization ability was obseNable for all the cases
but the congruent images had some advantage before random incongruent ones. It is
impoftant that here was appearing a steady excited neuron subset coresponding to rather a
given ftansfom or tnnsition from any image to its transform than the overlapping of images
at the retina as it usualiy happens in the static systems. Moreover as it was shown in other
experiments of simulation the images of one class can have no overlapping with each another
but may have considerable overlapping with representatives of other classes. In these cases
the dynamic neurcn network has leamed proper recognition which is absolutely impossible
tbr the static systems.

The ability of generalization, as it might be expected, should be much more expressed
with simulation of large interconnected dynamic systems,

Not stopping here on consideration of the possible feedbacks to the inputs of system
from the outputs of network elements, which perhaps could not change the main properties of
the system, however it can add some new abilities. Probably just such connections could
control the input infomation channel transmission to realize the phenomenon of "selective
set" as we noted earlier.

And finally we can draw the conclusion that there still are large number of
expe ments to be done to clear up all the items of temporal intenctions between the system
and changing environment. It should be a principal stimulus to penetrate into the brain
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mechanisms and it also would be a significant step towards creation of the systems with

artificial intelligence having reasonable goal oriented behavior.
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Abstract
It is introduced ahe concept of Superiority Degreeone competitive

decision over another. On the basis of this conceptthe mathematics -
theoretic strucnire js developed, which is panof pairs - comparisons
branch in modem decision making theory. It will be useful for
practice and intdesting for scientific research.
Key words: Decision making, Pairs comparison,Superiority Degre€,
Incomplete information.

1. Introduction.
The famous American cybernetics F.George, analysing in his book: "The Foundations of

Cybemetics" the stages of cybemetics' development in future, writes: That we may expect
progress in all schools, but essentially in creation of the computer programs keeping decision
making principles on the analogy of the same ones in humans .

The corespondent investigation on decision making has been conducting in the Institute
of Cybemetics ofceorgia lrom the very beginning of its foundation. As this paper would
has been writing for the collection devoted to 40'jubilee of our Institute, let us tum back to
history.

The yeat 1967, The Third All - Union Symposium on Cybemetics organised by the

Institute of Cybemetics of Georgia - "Decision making in humans" was one of the three
problems being discussed. The thesis's book has been published.

The year 1972, The Sixth A11 - Union Symposium on Cybemetics organised by the
Institute of Cybemetics of Georgia - devoted clear to "Decision making in humans' all kind
activities. Six volumes of thesis were published.(Russian).

, The year 1979, The Soviet-American Symposium on the subject of Normative and
Descriptive Models of decision making, Ttrilisi, the Institute of Cybemetics of Georgia was

one among the organisers. The book of accounts named similady has been published@nglish
and Russian).

The year 1985, Berlin, Symposium on System Analysis and Simulation. Many accounts
devoted to the decision making systems (complex) opposite decision making procedures were

presented. The plenary report has been suggested from tlle Institute of Cybemetics of
Georgia.

There were other International Forums included always the decisions making sections.
Every 2-3 years during the 70-80h the Seminar on the Operation Research and System

Analysis has been conducting by the laboratory of "Decision Making Theory", very popular
among the decision making specialists as it was the sole in USSR wholly devoted to
multicriteda decision making prcblems. It was conducted in Kutaisi or Batumi as usual and

was named by ORSA-N.
Overlooking the numercus of our publications including foreign ones, note that the most

resonance has been attended in the main to our investigations on Fuzzy Multicdteria Decision
Making Problems. However we have at once interesting results in other branch of the
Decision making theory. There are investigations associated with concept of the superiority
degree of one decision over another. Such conception has been introduced at fiIst in [1] in
context of group (social) decisions of the modem Decision making theory which are very
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wide and multiform. The pair-comparison branch of this theory is one of the most important
being the basic for other ones. We have presented in this paper the theoretic-mathematical
construction (the ABC of theory) ofthe degree superio ty for the pair-comparison.

2.Preference Relations
In scientific research on decision makng problems preference relations occupy the most

part as rcsearch tools. They are defined and noted first by Fishborn [3]. It is no wonder
because they allow to comparc one decision with other so as to choose better of them in some
concrete situation of decision making. Theory of prefetence rclations is elaborated now
aheady [2,7]. This theory, which is necessary for this article.

LetX is set of competitive decisions (alternatives), it is finite. Then I' = X x X is set of
all ordered pairs of decisions. Mathematically preference relation is defined as R e E , i.e. it
is also set and all set theory operations may be used on R. Any preference relation is binary
relation. Inverse preference rclation R-l corresponds ro any R in the following way: if pair
(,r, y)e R, then pair (y, r)e R-t. Inverse preference relation R-l has all those
cha.acteristics which corresponding preference rclation R has. Any R is composed by two
components: identity relation Re = Rn R-l,strict prefetence relation R'=R\R 1 and, it
is clear, that R=R"UR',but R'flR'=A .fi each of them is transitive, then R' is

equivalence relation and Rr is strict order. One of them may be empty. But if both
preferences arc non-empty, then R is non-strict preference rclation or quasi-order when it is
hansitive. Any preference relation R may be connected or disconnected. It is connected when

all decisions pairs from E are comparable by R , i.e. (r, l)e R or (y,.r)e R-L afe fulfilled
simultaneously . Some set Xn(R) g X corresponds to preference relation R. It is its core,
which contains maximal or effective decisions. We name it Pareto-set similarly with
multicriteria decision making problems. It may be empty, but if R is transitive then always
Xr(R) + A . LeL ptesent also following results:

1. For two preference relations R, and R2 if condition Ri e Rj , then

xr(Rr) c xn(&) .

2. Preference relation R1 is coordinated with preference relation R2 if conditions

Ri e Rj and Rf c Rj fulfill simultaneously. In this case Xr(R2) q Xn(Rr).
We shall present the other results and notions when they will be needed.
2. Superiority Degree (SD). Let present two classes offunctions:

n = {v(:v. y)y(x, r) = -v(y. ,) } (t)
They are skew - symmetric funcuons.
r = {rp1x. y)] q(x, ) +,pG, ,y) = q(a y) } Q)

this is a condition of transitivity.
Functions Y(.r, .y) and e(r )) are scalar and r, y, z are fiom X - ser.

Definition 1. Let note any scalar function rp(r, y) defined on the set t as superiority
degree of one competitive decision x € X over other competitive decision ) € X if it is
skew-symmetric, i.e. <{rx, y)e H .

Basic characteristics of SD:

a)-a <a(rr)<a',where e = (nila(*, i)
b) 9(r, y) + <(y, r) = I
c) a(, r) = 0 . If 9(t )) = 0,then .r and y are identical.
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o)Xq<'r>=0,

) ) r,1';;'1y;.,4' yy = o ,

where i.(x) 10 ana )ftx; = r.

The coefficients tr (:r) are interpreted as "weights" or coefficients of significance of
decisions.

In contrast to rations scale all results in this article, stated by using SD, will be given in
differences scale. We make a remark because all known publications on these problems use

ralions scale.

Delinition 2. Let note following scalar function F(.r, y) defined on the set E as Integral

(global) Supedority Degree (ISD);

r(", y)= )'. r(z),L,p(n z)- <p(y, z)1, G)
zeX

where rdr, )) is SD. i.e. rp(x, y) e H .

In this case two decisions r and y are compared with one an other non-directly but by
means of third decision (rcference point) z. Because rp(r y) is difference estimation the

difference in formula 4 don't contradict to common sense. Basic characteristics of ISD!
l. F(x, y) = -F(y' x) , i.e. F(x, y) e It and it is superiority degree.

2. Hence it possesses all characteristics of SD (formulae 3),
3. F(x, y)e 7 always independently of corresponding characteristic for rp(.t, y),
4. But if rp(a y) e r , then F(r, y) = <p(x, t).
The last two charactedstics are most significant. ISD possesses many positive aspects,

which will be presented in this article. But it possesses negative aspect too. Crossing out or
addition decisions in X in general influence on comparison of decisions. We take into
consideration this fact and try to neutralize it by coffol actions.

3. Interconnection SD and ISD with preference relation R. Let given any preference
relation R. Now we can form several SD connected with this R.' This connection is based on following concept:

Delinition 3, Scalar function t{t, y)e H is named as coordinated with preference

relation R if the conditions:

(.r, y) e R" -+ <p(x, y) > 0,
(r, r)e n" -t 9(, )) = 0 (5)

These conditions may be used for ISD too, i.e. for function F(t ),) .

On other hand, if initial information received by experts inquiry or by any other way is
presented as SD , the conesponding preference relation may be formed always by following
formula:

n(l) = {(:v. y) e zldx,i>t}, (6)

where constant I > 0 . This is a binary preference relation, which we name as I -level
preference relation and analyze it later.

Afffrmation 1. If some preference relation R is coordinated with R(0.); given by formula 6,

then it is coordinated with (p(r )), too (definition 3 ).
Proofs of affirmations we don't present in this article. R(0) is always connected because

tp(r, y) is defined for all pair ("r, y)e E . Mean while R may be disconnected. Therefore in
formula 5 arows are directed onlv to one side.

(3)
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4. Utility Function (UF).Initial information for decision making problem is obtained by
comparison ofdecisions pairs. Comparison means may be different.

But results are R or g(']r, y). Since some superiority degree is connected with any

preference relation one can assume, that initial inlormation is presented as scalar skew-
symmetric function rp(r, y) , ie. SD is presented. One of most difficult problem is the

ordering of set X on the basis of the results of pairs comparisons. The ordering means to
define utility function on X

AfTirmation 2. If tp(x y)e H lT (formulae 1 and 2 ) then it car be represented as the

difference 9(.u 1,) = /(r) - /(f), where /(:r) is some potential function [4]. And following
formula takes place:

fG)= )r0) ,p(' v)

In partial case we may assume, that ),())=1 . where n is number of competitive

de.cisions ir X. Potential /(.r) order set X and thus it is utility function. Many lvay are of
conversion of pairs comparisons into UF. But they use intuition, expedence, common sense

and concrete of decision making situation. That is why we attach very impofiance this result
(affirmation 2, formulae 7 ). This affirmation introduces in forcgoing problem generality
(universality), formal basis, completeness and it defines those conditions, which are necessary

for problem solving. In practical work usually g(:r, y)e ?, i.e. the transitive condition is
infringed (formulae 2 ).
But then we can form (formulae 4 ) and use ISD with F(r, y), we know, that

F(t, y)e H ltT always fulfils. Hence using affirmation 2 we may write following formulae:

F(x. y) = q(x) - q(y) (8)

where 4(x) = ) l(y),F(", r)
tex

The last one is utility function defined on X Thus we can order X always on the basis of
data of pairs comparisons. Allowed hansformations for f(x) and q(x) are linear: they don't

inlringe initial order given on x.
Aflirmation 3 . If SD <p(r y) e Z (fansitive condition), then a(r)= /(.r) .

5. Multicriteria utility.
Multicriteria Decision Making Problems (MDMP) are the most wide-spread and very

significant class of decision making problems in modem decision making theory, In this case

each decision is estimated on the basis of several criteda. And then we have the set O of
scalar functions, defined on E:

o = trp,(r, y)..,, O,(r, r),,,, O.(r, r) 1

tp; (.r, l)e 11 for all

(7)

Aflirmation 4 , If
(e)

j =Ln men q(ry)e H, where

( 10)

- . sr" .9(x.y)=)fr,O;(x.y).lf qr(x,t)eI for all j=Lm .then q(x,y)cT.

Let AQ, ie H nT , dren on the basis of Affirmation 2 multicdteria utility function

defined on X may be presented by following formulae:

rG) = )r3t)l;,p;(, i)
)ex j=l

Let us prcve that it is the linear convolution known in multicriteria decision making
problems,

70



ft)=lL1r;Q)

Xn(o) c xr(11) E xn<I)c xnQ")= X,
where 0<ll <!2<l'.All I > I' haven r meamng.

8, Similarity with fuzzy preference relations.
Affirmation 7.

nQ )U nQ, ) = nQ),
formed on the basis of the
intersection.
Let introduce yet one class of functions:

s = {q('. y) 
I 
<(". y) > mox{ q(r. ). rp(z, y) }},

(11)

. sr",. - .where X 1Q) = /)'(y)gx, y) = f iQ). This is a some effectiveness cdterion of ',win',

:v€ x

"s'\_type. moreover. L, > O, L ij = l. Hence l(J) is Pareto-effective convolution [2]. pareto_

j=1

set is formed by m effectiveness criteria trj (.r) .

6. I - Ievel preference relations. They arc connected with SD or ISD and is introduced
by us (formulae 6 ). They are binary preference relations, i.e. R(l)e E for all allowed
value of I 2 0. If <p(.r, y) e 11 , then reverse prefercnce relation is:

R'(r)={(r})€ efp(n y) < -t}. (12)
ll I r 0, theo l?(l) is strict, disconnected and, in general, non-transitive, preference relation.
ff | = 0 , then it is connected, non-strict and also non-transitive preference relation. Now
we shall formulate transitiviry conditions for R(l) .

Affirmation 5.If SD <p(x, y)e T (formulae 2 ), then R(l) is transitive for all allowed
I > 0 . This means that for | * O ]t is strict, disconnected order, but for I = 0 it is linear
quasi-order (or linear order).

On the basis of e(r )) may be introduced identity relation n" = {(rc, y) e O e6 i = g}.

If c(x,,y)e f, then it is equivalence relation. Let introduce non-strict I -level preference
rclation:

QQ)=R"UR(!).4+0 (13)
For <p(x. y)e f QQ) is non-strict llevel order. I-er remark rhat for both cases it is
disconnected.

Affirmation 6. If t,2>4''then RQ)c R(tr) and Xn(tr)gXn(t.).
For <p(:r, y)e Z the Pareto-sets are non-empty. Hence we have formed the mathematical

structure imbedding one into other non-empty Pareto-sets. This is conveniently for
' elaboration of dialogue procedures on computer (l is control parameter).

(r4)

RQ"t)nRQ) = R(!), where ( =maxqvlz], and
elherc I =minl!.t,1,2] . Thus all /-level preference relations,
same SD rp(.r, y), are closed under operations of join and

(15)

Aflirmation 8 . If rp(-r, 1l) e S , then R(l) is transitive for all allowed values of level I .

These facts are similar on some results from ftzzy sets theory. In future we want to
determine more profound connection of superiority degree with decision making firzzy
problems.

9. Example: group decisions,
Initial data for group (social) decisions are descdbed as < X, N, R >, where X is finite

set of competitive decisions (alternatives); N is number of expefts in group (their indices are

11



where R(') c E is ordinary (usual) scalar binary preference relation, which map preference

sruc re of expert with index v. But E = X x X is set of all ordered pairs of decisions'

Group decisions itself is defined as result of some procedure over /i, that is:

6 = lI(R), and also GGE (17)

Symbol fl haven't mathematical meaning, it's procedue notation Let us introduce next

function:

v = 1+ N ); R is VectoN Preference Relation (VPR) obtained by experts illquiry and

defined on setX; R consists ofNcomponents:
n = lRol R(,),..,, R("),..,, R(") ], ( 16)

l. f (:r,,rr)e R(u),

s(v) - , if (x,,x,)e R(u) &(,rj,r,)e R(") ,

, f (rj, x, )e R(")

( l8)

This function is defined on decisions pairs, ie. (x,,x,)e E and other,where ti e x and

xjEx.
It is coordinated with preference relation R(') in view of specific sense We don't

require transitivity of prefercnce lelations Ro), v = -1, N For describing data, received fully

ftom experts group , let us detemine next function also defined on the decision pats:

I
t
0

".. = S 6!t)

Now two known (traditional) group decisions can be determined in view of context o{

our article
Voting by m€jorityl

Z;" = {1,,, i,1. Eln,, > nii }. rzol

This is a strict preference relation, it isn't transitive in general case ldentities relation

coflesponds to it and is also non-transitive:

oi = {(tc,,.r,)e nlnu -- n }'
These two preference relation form voting by majority:

Gv=Gitct,
if they will bejoined (together).

K- procedure ([paBuro KorlnesAa):
let us introduce following K - index for tr € X

g
't' = )'t''''^'')'

where m is number of decisions in X. Using it we can wnte following group decision K-

Drocedure:

G( = {{r,, r,)1,0, > o, I t24l

This is a linear order, it is transitive, K- procedure is more progressive than voting by

majority, because each decision is comparcd with all other decisions from set X But it is true

that it is rot ideal,
Let introduce following number function' defined on pairs ofdecisions:

Zij=nij-njt (25)

It is obvious that it is SD, because Zij = -Z ji l*tinttoduce ISD too:

(19)

(2r)

(22)

(23)
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F = \ /7. -7 \

It is easy to prove that following condition takes place:

where y, = y(r-) is number potential function, defined on the set x and given on difference

scale. It is fformulae 8 and 13):

(26)

(2',7)

(28)v =!2,- =o..K-indexl'/-)'
Let determinate now I -level preference relation:

t, . -_ - - |G(()= l(rii,,ij.)€ E tij Zt I. (2e)

where 120. This is a disconnected, strict order when l*0 and it is a lilear order when

l=0. Level lof preference relation G(l) can be selected on the bases of practical

colsiderations as in work [3] for example.
The interesting results can be fomulated at once:

l. c(0) is K - procedure.

2. condition Ztr =zi+z,i is sufficient condition for transitivity of Voting by Majority.

3.When this condition takes place then K-procedure and Voting by Majodty are

equivalent [6].
As soon as llevel group prcference relation G(/) is formed one can define l-level

group decision - this is a core of G(l), i.e. Pareto-set, which will be noted by Xn(/). Two

intercsting results can be proved connected with Pareto-set:

4. X n(!) + A for any value of level 1.

5. If two l- level group preference relations are with levels lr and /, cofiespondingly

aodtil2 then condition xnQ.)e Xn(f) (affirmation 6).

Thus we can form the structure of imbedding one to an other non-empty Pareto-sets.

Let remark only that the foregoing problems presented in this article deal with complete
initial information.

. Now we present one variant of using of SD and tSD in decision making problems with
incomplele initial information.

10. Incomplete informauon: disconnected preference relation. In practical work the

situations with incomplete information arise very often when some part of decisions pairs

remain incomparable. The reasons of this fact may be very different: subjective as well as

objective one. Disconnected prcference relatioas correspond to this situation in mathematics.

Let disconnected preference relation NC e t is given on the set X.
Let take also any decision .x€ X. With respect to it the set X will be separated in two

parts (two subsets): X1(.t) and X2(r). First subset contains decisions, comparable with .r

and second subset contains decisions, in comparable with '. For any t e X following
conditions holds:

x 
'(x)U 

x,Q) = Y '
x.Q)nx'Q)=a'
xe X,(x).

Superiodty degree may be introduced also in this case,

Delinition 4.
a) Let name as Upper Superiority Degree (USD) following value:

fdt, i, tf ) is comparable wirh -r.
tltx,y)=1

[q lt y is incomparable with .t,
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b) L€t name as Lower Superiority Degree (LSD) following value:

[q(.r. r), if y iscomparable\ ith .r.
d\x, ,) = \l-A if ) is incomparable with ,,

where rp(;r, y)e 11 on the set Xl(t) , Q'is maximal value of SD 9(x, y) - formulae

(30, 1) are used.

We shall explain this definition. If decisions i and y are comparable, then value <p(x, y)
l".l

for this pair belongs to interval l- rp , rp l. For incomparable decisions pairs we take the

exheme values ofthis interval: very successful and very unsuccessful one .

Characteristic of USD and LSD:
1. u(-r, y) > d(:r, y) always.

2. u(x' v) = -d(v, x) and d(v, x) = -u(a, v),
3. u(x, x) = /(7, 11= I ,

4. u(x, y) > 0 and d(:r.y)<0 alwaYs.

Now let introduce following utility functionsl

f, (r) = )10). a(:r, r)

f ,Q) = lL(vy u(x' Y)

where rp(r, y)e fon the set X1(r) - formulae (30,2) and affirmation 2 are used

Thus now the interyal estimation is given for each -x € X on the basis of incomplete initial

""'"'':3;':t:i,T.1:l:;:rence 
relation NS) :

We remark only that f,(t)> f"(r), and equality correspond to the point estimation ofjr'

Now we must order the set X on the basis of interval estimations. Such problem is studied

in detail by us in publications [5,8] and we don't Present them here: only a little infomation
The disconnected, strict order with corresponding non-empty Pareto-set is formed on X
When new additional information is received the previous intervals are tansfomed into the

intervals, which have diminished lengths. we don't take into considelation the case of false

information. Wlen we receive complete information then the lengths of all intervals A("x)

will be equal to 0, and we shall deal with point estimations of t € X (affirmation 2 )

Let correct the formulae 33 and 34:

/a(,)= )r,6;.,p('.:r,)- )r,1y;,rp' = d,)-^(') a',
y€x1(i) l€X,(,)

where g(.r) is some constant value corresponding received ilformation lt is transformed only

when additional information is obtained. And A(r) > 0 is characteristic of missing

information. It tends to 0, when additional information is obtained and is equal to 0 under

complete infomation.
Similarly we may write and discuss:

f (x) = rp(r) + A(r), <p'. (36)

Criteria for the estimation of missing information size can be introduced, which will be

useful possibly for practical work, by this way. We present three variants:

r. 
^,,"- 

= >r(,) ^(r),
2. A-^, = rn6Y n1";

3. ,\",, = tl(x). where P = tl Xr(x) .

)eO

(33)

(34)



. They are equal to 0 under complete infomation. Let present yet some more seveml rcsults

Affirmation 9.
a) Ifthe transitivity condition d(r, y) = d(x, s) + d(s' r) 'ie d(ny)e ?' forall allowed

"r,),,J, then

d(x, y)= foQ)- f,(y). (37)

b) If ,(', y) e T , then

u(x, y) = f"(x) - f"(y) . (38)

Definition 5.
a) Let note as Integral (global) Upper Superiority Degree (ruSD) following value:

u(,. y) = )r(')k', i-a(Y,r)1. (3e)

b) Let note as Integral (global) Lower Superiority Degre€ G-SD) following value:

o(r. y) = Z)'G).ld(x, r) - u(y, r)l. (40)

EX

Alfirmation !.0. Following results always take place.

u(x, y) = f,(x)- foQ),
o(x, y)= faQ)- f"(y). (41)

Let present now the characteristic of IUSD and ILSD:

r. U(x, y) > D(x, Y).
2. U(x, y) = -D(y, x) at\d D(L y) = -U(L r) .

3. D(x, y)= d(x, y) if transitivity condition,r.e d(x y)e ? for all r,),,r,

U(n y)= v1r' tS'11 u(t, v)eT for all t),s.
4. U (x, r)+U(r' Y) = U (x' Y)+ U(r, r),

D(x, r) + D(r' Y) = D(x' Y) + D(r' r) '
5. In general U(r, r) + 0 and D(a /) * 0 .

D(r, r)= -U1r' 11 and D(r,r)<0. If all decisions pairs are comparable' then

U (r, t) = D(r, r) = 0 ,It is variant with complete information.

11. Again about group decisions: incomplete information. The group consists of N

experts. I-et pick out one decisions pair (x,y)eE. Vector Prcference Relation (VPR)

'4={n(D,..- R(tt,...,RtN).} conesponds to each pair. Analysis of it for picked out pair will

give following result:

1 . a(x, y) experts have voted for t
2. b(r, y) experts have voted for ).
3. p(.r, y) expert couldn't compare t to y .

All these values are the functions determined on E on the basis of R, and their sum is N for

one pair. Now let form following values:

d.(n y) = (a(x, y) - b(n y)) - p(x' y) ,

u(x, y) = (a(x. y) - b(x. y)) + p(r, y). (42)

First of them is LSD and second is USD This fact can be proved. Using the affimation l0 we

have: sr"" ' !l(u),r(rn).Jd\x)= L^\Y) 9\x !)* z, -. .

,eX lex
r rr)= \.;.(v).o(x. u)- s " ' ' (43)

L^\Y) P\x 
') 

'
,EX FX

where <p(:r, y) = a(v, y) - b(1, y) and Q(, )) € tl .
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Thus the interval L(x) = U:dG), fu(r)l corresponds to any .re x and then we shall

order the set X using these interval estimations [2,5]. Let remark also that
1.

p(r, y) = : ld(x, y) + r(r. y) .

12. Conclusion, Some very simple ideas and concepts permit us to develop and to present

you the mathematics -theoretic structure (the basis of theory ) for supedority degree and

connected with its problems. This structue is part of pails comparison branch in modern

decision making theory. It wilt be useful for practical work and interesting for scientific
research. Many unsolved problems are in this field yet.
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Abstract
Local informational nets are considered, which may be rcpresenled as tree-like

graphs. The procedure ;s worked out for such nets which permits us to solYe

the problem of finirnal cost net search as a multicriteria problem of the

effective decision choice. Here is given the algodthn\ which finds Parelo set

from the given set. Pareto sels conta;ns all lbose alternatives each of what is a
graph of minimal value. The expen sysiem has been developed on the basis of
T. Saatys' hierarchy analylic meihod. The system puts according to each

element of Pareto set some neaning of the weight or probabiliry.

Key words: Net, Process of choosing, Treelike graph,

Altenutive, Pareto, Vector criterion, Algorithm.

1. Pareto set formation algorithm for minimal cost network

1,1. Introduction
Under the investigation of problems for the formation of local informational networks

with definite designation, such as, for seismic stations networks of observation, networks for
the meteorological services, or networks ofprocessing the information thrown down ftom the

flying apparatus, it's become evident, that all of them have similar structures and can be

described as oriented non cycled gmph !r'ithout of surplus arcs, i.e. tree-type graph with one

loot,
Such circamstance has allowed us to estimate the number of possible networks of the

given type with the given number n of communication information sources and with one data

lrocessing centre of information, also to construct an algorithm of choosing of the minimal
cost network.

This article describes the process of network's construction for n-independent
information sources with the united centre of its processing. The process is presented as a

process of ordering the set of possible networks and choicing from them an optiinal the (one)

optimal in some way by many criterions,

1.2, Multicriteria problem ofchoosing of minimal cost network
The process of choosing of information trMsmission minimal cost network, according to

the vector criterion, is given as the union of this criterion, net estimation and models of net

stl'ucture, sources and channels. In the model the transmission net of information is discussed

as communication network, wherc among (n+.1) nodes/1 ones are information sources and

one node is common data processing center (PC).
The net structure is presented by treelike graph, i.e. by the connective, plane graph

without loop, which has one rooted and r - independent node ll-31.
Each node ofsuch giaph may have from 0 tor? input ribs and only one output rib. The

rooted node PC has only input ribs. Every node is called as predecessor for the given node

if it is situated before this node on any way to the PC.
'llia ij,ra dia!"n irei,Jef::: s4ae tivo nodes cfnet prcsents the communication channels.



Each channel has some length I and minimally necessary capacity p.
The length l(ar) of channel bgtween d and, nodes is defined as the distance between d

and D nodes. The node a is called initial, b - final, Each separate channel capacity p depends
on concrete net structure and it is determined by the number of predecessor nodes for initial
node a of channel.

A quality of any set.r is characterized by the vector cdterion ,<(s) = I(ir,,.,,, l.l ard is

estimated by some scalar function C(r) = C(t,,,,,, k,) of this cdtedon. This functioD

conditionally is called cost function of net [4,5],
The net given in such way gives the possibility to from the problem of choosing as

follows.
Assume, that we have (r+l) point with \xoyr,,,, x,y, ) cooldinates on the plane. Let us

consider the set S=S(sr,..- sr),N = n(n+ 1)/ 2 of all treelike graphs with n nodes in

the points and one rooted nodes in (rrto) point. This set is finite and is the set S of
altematives for choosing of graph that is optimal in cedain sense.

Erety l\ab) dbs of s, e .t graphs has some length / and weight p. The weight p
depends upon the stucturc of element .rr € s in which the rib is located and is proportional

p to the number of predecessor nodes for node a. Every element J, € S characterized by two

dimensional vectorial criterion r(s, ) = {K, G, ) r, (s, )} r, (s, ) is the summation of lengths

of all ribs of elements s, and is equal to K, (s, ) = t (aD) = t . That coresponds to

6
physical expenditures while net efficiency is characterized by xr(t,)=2pkt)4"f)= p,.

( ob)

Thus for the data transformation network which is represented by graph si, 1- is a

common length and P - is a resulting capacity of net for the case, when generation of
information occurs in all nodes according to Poisson distribution law with mean intensity
€= I .

Let define on set J cost function of altemative J, as follows;
/\

cG.. o)=c(r, + op,)=d >'.,(ab) + d )'.t(ab)p(at) l= c> t\ab\t -dp(ab\).
\ r/,) taD\ ) kb)

Here c is a cost of the rib, for which !.=1 and p=0,the d defines cost increasing of
the db according to increasing of its weight, (ar) is a pear of any different nodes of graph,
when are different from each others.

Therefore, the problem of choosing of minimal cost net is reduced to problem of finding
such set S' c S , for every element ,ri of which cost function C(s,, d ) takes minimal

value at the certaia value of d .

The relation of preference is used to determine the S- set. In our case the problem is as

follows: to every sr € S is put according the point of quality index space with coordinates

K,(',)= L, . x,(s,)= I
Then preference relarion on fhe set S is defined:' l/ , 'l( = {(s., s 

I 
i', (s, ) < r/(r,.) & l':(s, ) <,t', (s,.) J.

R {c)= {(s,, s,)c(s,, c) < c(r,,d)J, 0e [011.

Ru relation defines the quasi-order on S set, R"(d) - defrnes linear order. Each rclation

creates its Pareto-set (nucleus of relation).Let us denote them conespondingly
asS o( R) andS o( R"(d )) .



These sets arc not empty sets for any allowable d . Besides C(d ) = p1n C(s,, d) and

this minimum is achieved on any si e S' alremative, where S' cS.Then S)r(Rr)={S }.
If Rr is coordinared with 4(d) for any allowable d , then S n(R,) c S n(R"(d )) ir

gives possibility to find the altemative, being optimal by R.(d)-sense, only in
S; (R.(<i)) set.

The algorithm given below gives possibility to find S n( R,G D.

1.3. Par€to set formation (construction) procedure
The formation procedue of searching S set ofefficiency decisions. minimizing the cost

function C(s,, d) , for all d€[01] can be shown in the following way:

Suppose the coordinates of (PC) and information source (IS) are given.
On the fiIst step the set of graph's all ribs ordered by length must be formed:

L = LV(ab)l i= 1,..,. n(n+l)/ 2, where (ab) is any pear of different nodes.

On the 2nd step the graph of minimal length smin € S must be singled out from the set S.

For this purpose from l, will be chosen the first shortest r dbs so that they will have to
create the graph without cycles. This graph will be the found graph sm/n , For this graph, for
altemative, the values of criteria K, and K? are denoted conespondingly by Lnh and Pnh,

In the 3rd step the algorithm singles out the graph r-o, e S, irl which every node is

connected with root, i. e. the graph is created by ribs of type t(01),ieu,nl. Fot thls

altemative the values of criteria ,K? and K, are as follows:

K,( s-", ) =i,no,, = 1"". ; K,( s.., ) = o.

The 2nd cdtedon is equal to i, because aU nodes in this graph (except root) are initial. In
other words all nodes (except root) have no predecessor.

The cost of altemative s., is equal to C( s_,"; d ) = c( t ,,," + dP.^ ), while the cost of.

altemative "rmdt - C(s^,,; d ) = cf-*.
' So,anygraphs,eS',forwhicht>Zhd,willnotgetintothesetofaltemativess',
because C(s,, d) = c( Lt + dPt ) > C( s 

^o, 
; d ) = cr.., , for any d.

If the "r.,n and Jndx are the same elements from ^t, then the .rDrl is the desired gaph, to

which the midmal cost net is corresponding for any d E [O-1].
If this condition is fulfilled, the problem will be considercd as solved. If not - the next

step of algodthm will be realized.
In this step the algorithm will involve the shortest db in the graph Jm,n from the set

Z'=Ll{|,,..,1,}.Bythisopelationtheraphwithcyclewillbeobtainedasitwillcontain
(z+1) nodes.

Then all ribs from the cycle, beginning from the longest one, will be removed one by one.
So the series of graphs without cycles and with increasing a will be obtained, where the first
one will be the graph smin. On the gaphs of this series the relation of the preference is

checked and umelated graphs are selected. These graphs belong to the found set S'of
altematives.

The same procedurc is repeated by lhe next rib of set Z for every graph which have
already got into the set S'. These process continues until the graph rmo, will be obtained. It
will be the last element of altematives set, as the summary lengthy t of all next graphs
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obtained by this algodthm will be more than t > LDo' . If we take into account that p>0 , for

them it is obvious that their cost will be more th^t C( s -d )
The set S' obtained by this method cootains all that and only that .t' altematives, each of

which is the graph of minimal cost for certain value of d from [0.1] interval, and

s'= so (n"(d)).
More broadly the results of the reprcsented work are given in paper[6,8].

On fig .2.1 the dependence diagram of cost function from d for each element

sr€ Sn(R"(d)) is given when the searching problem of the net of minimal cost for l?=5 is

solved.

C(si,cr)

The program realising this algorithm by personal computer is composed

2. Experts System of Procedurss Decision'Making for Multicriterion Problems

2.1, Introduction

After constructing the set Sr(R"(d)) we must get ranged rcw ofaquantity meanmgs'

For this purpose there has been worked out the expert system that is based on T Saaty's

analytic hierarchy method [7], as a result of which all elements of minimal cost network of

S,aR"GD set, will get (squirc) some meaning of weight or probability2 2 The Method of

Analytic Hierarchy Process

The method of analytic hierarchy process consists in decomposition of some problem in

more simple components and in following expert-discussion of corelation between them in

pairs the iogically judgements on the basis of the results of pairwise comparison Then the

iesults of those judgement. .ay be expressed in numbers on the definite g-marks scale of

relations and so thelelative degiees of correlation between the components, as the priodties

of some critedon may found At the last step of procedure the generalized or global priorities

of altematives are defined but that may be calried out after the local priorities on each stage

of hierarchy are defined.
Here we consider only a case of dominant hierarchy, the scheme of which looks like an

overtumed tlee; the root of tree expresses the goal of problem. The hierarchy is complete if
any element of a level functions as a criterion for all elements of level. According to principle

of continuity of hierarchy all elements of a given level must be pairwise comparable, in

rcspect of an arbitrary factor from previous level and so up to tope of hierarchy, i e -to the

goal of problem.
The definition of goal of problem may be demand preliminary long talks here we don't

coNider this processei. We consider decision-making problems counting that already defined,

the decision problem is formulated clearly and all altematives are given On the following

stEp of procedure the priorities of criteria are determined for each altemative and by that the
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most significance one is found.
For criteria pdorities evaluation the method suggests to use process of pairwise

compadson of elements' influences (or importance) of one level on the upper preceding
eleme s. The pairwise comparison leads to reciprocal matrix eigenvector which expresses
priorities of corresponding factors.

There is suggested in T. Saaty's method the following scale for expression iII numbers
tie results of subjective estimation ofpairwise comparison.

Baised on the experts interviewing a reciprocal matrix C is constructed for fte objects'
quality, which reflects all pairwise comparison ofthe particular criteria. with this an a$itary
element c, of this matdx gives the expert result on the compa son of the particular criteria aj

and di . To establish this result the expets are asked to reply to the following question: How

much is the criterion a, more significant than the criterion a, for the objects' (for a main

goal) efficiency? It is sufficient to mean here a certain quality of the consume$' demands
satisfaction under an "efficiency". The experts are asked to respond to the stated question

taking into account only the following cases:

"Both ai and aj criteria are equally impoftant for the object";

" a, cdte on is slightly more impofiant than 4l criterion for the object";

" d, cliterion is considembly more important than ar criterion for the objecf';

",ri crite on is much more important than a, cdterion for the object";

" d, criterion is absolutely prevalent than aj criterion for the object";

Based on different investigators T. Saaty proposes to prescdbe points l,3,5,7,9 from
the scale 1 to for such gradation. Number 2, 4, 6, 8 arc used for the rearangement of
compromises to make intermediate decisions and conclusions on the cases which slightly
differ from the graded.

Ask the experts group as far as possible for them to achieve evaluation of compadson
based on a concession rule. If it is unattainable then choose a score (on estimator) which has

been proposed by the majority of expe s

By the results of the pairwise comparison we get '1x, dimensional matrix. It is

essential to assume that cri = 1 for all i = I, n.when we compare the element lr; with itself,

4nd when comparing the element aj with the element d;- to take the inverse value, i.e.

c,, = ! . Based on these assumptions we have to carrv our only @ comparisons. It is
'' c,, 2_

well-known that a maximal eigenvalue i,.o* of positive, reciprocal , ideally consistent

mat x (a mat x is called as consistent if for any tdple of its elements c,J , c&i , crj with have

cu = 9u i, equal to n (the number of activities in matrix) the closer i...o* is to n, the more

consistent is the result. The inequality l.o" 2 n holds for any positive reciprocal matrix. The

deviation from consistency has been represenred ly 4 , which is rcferred to as a
n -7

consistency index (C.D . The consistency index of a randomly generated rcciprocal matrix
from the scale I to 9, is called a random index (R.I). The rates of C.L to the average R.I for
the same order matdxes called a consistency ratio (C.R.). Based on same conments (see ref
[5, p. 21]) we consider the values of the experts pairwaise evaluations only in the case when
the consistency ratio for the consftucted matrix is less than [0,1]. Otherwise it is
recommended to inteNiew the expets for second time and with this to keep the experts
informed in details. May be it will be worth while to rcorganized or to change the experts
group too,
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An eigenvalue l of the mat x A is calculated from the vector equation Al = L{. An
arbitary solution x of this equation is refened as an eigenvector. If a matrix A is a consistent,

reciprocal one and its diagonal elements are equal to 1, then the maximal eigenvalue

1,.o, = n, and the more consistency is broken the mofe is the difference l,-o* - n, i e the

consistency index. A maximal eigenvalue is called a principal eigenvalue, and the

corresponding eigenvector is refered to as a principal eigenvector. It has been proved that if a

pdncipal eigenvector was normed then it can be considered as a priodties vector'
On base of subjective but thought out judgements experts fill in matrix with the results of

pairwise estimation, then the set of local hierarchy must be defined. The pdorities express the

action, (or importance) of elements of given level hierarchy to the preceding elements on

the upper level. In order to make that pdncipal eigenvalues and eigenvectors for multi
matrixes must be calculated and therefore using of Saaty's method reasonable only when

numbers of hierarchy levels and elements are enough small (no more then 5{h for each of
them). After that by some defined operations on matrixes and vectors the vector priorities for
elements of each level, and for the last one among them, may be calculated. The priorities for
the lowest level are just the global ones for alternative contesting decisions

3. The expert system "Archevani"
For usels helping the human-machine expert system "Archevani" has been developed. It

is composed in the Delphi procedure language, which is based on object Pascal Procedure

Language.
Dialogue with user in system keeps in Georgian.
Experts'system consists ofthe follolving sub- systems:
The first sub-system analyses the experts, detemines thefu possibilities, independent

opinion and limitations.
The second sub-system performs the decomposition of problems, helps a person who

makes decision to define of a problem characteristics.
In the third sub-system there is the estimation of problems criterions in a dialogue regime

according to the inquiry.
The fourth sub-system mathematically works our experts' data for getting the local and

global probabilities of altematives.
The programs is mode on a personal computer on Delphi System base.

We have chosen the Analytic Hierarchy Process method for constuction of expert system

for multicriterion decision-making procedures. The main point of this procedure is to obtain

the general evaluation of main goal, by the weights of the elements of hierarchy scheme

which present factors having an influence at the main goal This weights, in their tum, are

determined by the group of experts by means of compadson in pairs of elements for each

upper pairwise elements in scheme and expression the results of the pairwise compadson of
the g-marks scales.

At the method demands from experts can to common statements when evaluating, tle
method is not a statistical procedure. At the same time, as the compadson of importance of
elements are expressed in numbers, it makes possible to use for matix of results of pairwise

comparisons fie tools of matrir anallsis
The Analytic Hierarchy Process method has been created by American scientific T.

Saaty. It may be freely used for solution many practical problem, Saaty's procedurc has been

considered as the most solid logical and good one and that is why we have chosen it for our

expen system.
For the decision-rflaking pe$on this system is first step in whole decision-making

problem.
The expert system "Archevani" contains the following procedures:

- chosen of problems attributes (characters);

- hierarchy regulation of problems (characters);
- fixing of evaluations attributes or weights on the base of experts pairwise comparison;
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- calculatioos of eiginvalues and eigitrvectors and local priorities;
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Abstract
Slimulation of VPL nucleus cau'ed rhylhmic activrly in corlical^

neurons Low_irequency.!imulalion ot VPL nucleus caused slnchron'7auon or

conical neurons In romalo\en\or region of a conex The synchronizarion was

Ieflecled in EEG as rhythmic $ave' Slrychninizalion of thalam'c nucler c?u'eo

a\vncbronou! axcilarion of lhalafiuc neurons due ro inactrvalron ot InnrolIory

iii'r"i., -a astnchronou' discharges in coflrLal neutons in response ro

a,vnctronou" impulse' arrited from lhalamus So rhylhmical conrcal response

ro' enher 'ingle 
or low-frequency nimulalion is lhe rcsult or tnaramic

svnchmnization mechanism."' ---"" e.p".i.""i" p"tf"...a in calcium channel blockade conditions showed

ttrat Co'?* i,iaucea sLght aepolarization of neuronal membrane with subsequent

rearranging oi di"charges in rhe rroJp' Cd:- induced depolanrarion- r nd

convers-ioriof ronic acriril) inro PDS-like dclivir) The groups occuneo In Ine

both cases differ frorn bursis observed in neurons under normal conditions

PTZ Periu'ron induced eirher hlperpolariTation or dtp:lTt:ti"" :l l:
change. of memb'ane polenrial in difterenr neurons Grouping ol dischaJge' qa'

obseired in rire aU cases independenrlv ro lhe sign of shift of..membrdne

porenljal Afier $a"hing l) pical bulslrng acrit iIy occurred in dllde'cnbed ccses

Coordinated behavior of vast number of neurons - synchronization --is necessary

condition for EEG formation. Existence of sequence of repetitive waves inEEG jndicates that

therc exists rhythmical process and, accordingly, rhythm leader - pacemaker' initiator of the

rhythmic activitY.
lnteractionbetweenneuronslsperformedmainlyviachemicrlsynapses'Chemical

substance - transmitter - released from presynaptic ending, changes permeability fol specific

iJi, 
-in 

u po.i.ynupti" membrane. The iostiyniptic neuron exciles or inhibits depending on

ioi-*t i"ri ion o.lons the membrme permlauility have changed So' various substances'

u",i"J-"" J*pu" apparatus, would cliange interaction between neurons and' such a way'

influince a degree of their synchronized hehavior'
-..--iflt pi.por" of th-is work was to investigate ability of controlling pacemaker

mechanism and iynchronization process Llsing neurohophic tools'
'''--'---n1""troptty.-togical 

studies and thosie performid on mathematical mo-d€ls show that

aff of 
"""itabf"'rn".Ura:nes 

posses ability of autorhythmic activity (8' 2I' 22' 25) Neuronal or

.ur"f" nl". membrane needs onty itgtrt quantitative changes of its parameterc to be

switched from steady resting state to a state of autorhythmic activity

Investigations performed on completely isolited.molluscan neurons.(7' 18) showed

th"t *a" ."ti."t titiloot uny .ynapti" 
"onne;dons 

exhibit autorhithmic aclivity Of course'

,f,i. it ."i io t"y ,ft", lntercefihr in;raction is not impottant in organization of EEG rhythm

i"'"*"r, ."gl"1tt 
"r,he 

brain (6, 11). kolated pieces of tissuetom hemisphere' for example'

are not capatle to produce spontaneous rhythmic activity (3' 5) Howe'r',er' our investigations

;;;;il;; ildl" stimulation of thalamic ventral posterolateral (vPL) nucleus in cats

i.Ou"" itg" ampiitude rhythmical waves in response m each stimulus (Fig 1) Intacellular
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recordings of a neuron in a somatosensor cortex (Fig. 2) make obvious that rhythmic waves

appeared in response to single stimulation of VPL nucleus reflect rhythmic waves of
p;stsynaptic potentials of cortical neurons. Fig. 2a reprcsents rcsponse of a neuron to thalamic

impulse - shortlatency excitatory postsyflaptic potential (EPSP) with a discharge on its top,

followed by long inhibitory postsynaptic potential (IPSP). After the IPSP disappeared, EPSP

with superimposed discharges was evoked again. With slower scanning oscilloscope (Fig. 2b)

it is'shown that these alterations were rhythmical.

" *--l+fi,'{"* *i.11+r^*riir'"*--{f [*-
r1 lr. \l'

bt€..Yr*
c *ic4rd{,i*--*i1rq'*ts+1u-.4 rrrLJr/-..d,.-

d 1+r-|.+l,e..f-.dr,r+i+*'.1!.4*--*tF*#
___-j2rt0 mv
l sec

Figure l. Rhythnical activity in somatosensor region of a cortex produced by

single stimulaiion of VPL. a) Ipsjlateral somatosensor regionl b) Ipsilateral
thalamic region; c) Contralateral somatosensor region; d) Conlialateral

thalamic region.

So, stimulation of the thalamic nucleus causes rhythmic activity in cortical neuons. P.

Andersen and S. Anderson (l) and J. C. Eccles (13) developed the idea about thalamus as a

rhythm leader. The authors considered thalamic nuclei arc original and the only generator of
rhythmical spindlelike activity in the brain. Rhythmic activity is determined by existence of
negative feedback in the network of thalamic neurons. Impulses evoked with excitation of
thalamocortical switcher neurons excite inhibitory interneurons via backward collaterals, and

the latter ones cause IPSP in both excited and not excited thalamocortical neurons. Duration

of these IPSP is 100-150 msec and, postanodal increase of excitation at the decay phase

causes discharges in thalamic neurons, probably, via background excitability. Existence of

Figure 2. Response of a neuron in somatosensor region 10 single stimulusi

Intracellular recording; a) Fast scanning oscilloscopel b) slow scanning

oscilloscope; Upper curve: macroeiectrode rccordingi lower curve:

microele€tode rccording.

positive feedback in the network of thalamic neurons makes synchronization of neighboring

neulon's responses more possible. Rhythmical discharges of thalamic neurons passed through

thalamocortical fibers form rhythmic activity in conesponding cortical zones Besides, each

particular thalarnic nucleus conhols activity of certain cortical region.

OuI investigations showed that if VPL nucleus was stimulated electrically at 7-10 Hz

then each stimulus induced either single or grouped discharges in 72% of cotical neurons in
somatosensor reSion and there were no discharges between stimuli (Fig. 3).
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Fig. 3a represents a simultaneous recbrding of activity in two neurons. It can be seen

that the stimulation induces synchronization of the neurons. Fig. 3b represents an activity of a

Frgur€ 3. Responses of neurons at somatosensor region of a codex to
stimulation of VPL at 6 Hz- Intracellular recording; a) 1, 2: simultaneous

recording of two neurons; b) contjnuous recording of neuron activitv in
pyramidal tract.

neuron from pyramidal tract. Well then, there is both quantitative and qualitative evidence,

that low-ftequency stimulation of specific thalamic nucleus induces synchronization of
discharges in cortical neuons. It can be seen in inhacellular recordings of activity of these

neurons-, that EPSP with superimposed discharge followed with long IPSP occurs, in

-ir-'j { -f -i'- -i -'i*lv i l{-ir -i*l*t*;-------
-LL l-Lj*j-----! .L-- -l -( -r-. L (-l-t*- Lu

Figure 4. Intacellular recording of activity of a neuron at a somatosensor

region of conex in response to VPL stimularion at 6 Hz

accordance with each thalamic impulse (Fig. 4). At the time, synchronized activity is

observed in EEG.
So, Rhythmical cortical response to either single or low-frequency stimulation is result

of thalamic synchronization mechanism described above.

On the basis of aforesaid, it was proposed that blocking of inhibitory synapses m

specific thalamic nucleus must destroy the descdbed mechanism of discharge synchronization

Figure 5. Response of a neuron at somatosensor region of conex to low_

frequency stimulation of strychninized VPL. lntracellular recording

in cortical neuons. Some expedments were performed with strychninization of VPL nucleus'

According with a great deal of data, strychnine effectively suppresses postsynaptic inhibition

via competition with inhibitory transmitter glicin to occupy receptor regions (12,15,19'20'29)'

Our experiments showed that in all investigated neurons in cortical somatosensor

region, disturbance of discharge's occunence took place when VPL was stimulated low-

frequently. From oscillograms representing intracellular recordilgs it is obvious that the
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disturbance is the result of shofiening ofEPSP duration (Fig. 5). On the basis of the results we
can propose that low frequency stimulation of strychninized thalamic nucteus causes
asynchronous excitation of thalamic neurons (except discharges evoked as direct responses ro
stimuli), because inhibiting pause absents between stimuli due to inactivation of inhibitory

il rili-
-rf --I

Figure 6 . Typicrl bursting pacemaker activity of a neuron in righr parieral
azn,:1ion of Helir Asperca.. l0seci40lnv.

synapses. In response to asynchronous impulses arrived from thalamus, cortical neurons also
generate asynchronous discharges.

So, we can conciude, that blockage of inhibitory synapses in visual hillock nuclei
suppresses synchronization processes in cortical neurons.

As it was already noted, many molluscan neurons exhibit endogenous pacemaker
activity. In sorne ones a special type of activity - bursting activity is observed. These
neurons generate gr'oups of action potentials where the groups are sepamted lrom each other
with relatively long inteNals. Each group of impulses appears superimposed on a slow

' -il- -*,.*iX.l^!."1i
" t$JJl t[ ]r i$ lL
' [IJ1IIIII]]JIIJ_[,]]I_

" I lilntrrJlljj"[J-lll'-
Irlr '

' i.ilJ ,;,i Lli lllil,

Figure 7. Effect of substirudon Co':* for Car*. Here and in folowing figures:
i- application of lesting saline; J- rvashingj alr I continuous rccords. I Osec;
40 mV

depolarization wave followed by a long hyperpolarization (Fig. 6). It is clear in the figure thar
there are some regular changes of action potentials and interspike intervals within each group:
overshoot gradually increases and unde$hoot gradually decreases, and interspike intervals
SrsduJll) shorten ar fir5l and then increcse aglin.

,,,[jliii

tiill
l4rl

I'rrlIllrlilllli
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Now there aheady exists sufficiently reliable data conceming the endogelous natue

of the described activiiy and its association with neuronal membmne and cytoplasm

processes, that depends on many factors such as extracellular maintenance of one- and

tivalent ions, pH, t"-petat*", etc. (27). Also, it was shown in 
- 
early wo*s that

hvDocalciumic invironmint facilitates generation of action potentials in spinal cord

Figure 8 Effect of cadmium ions on molluscan neuon activity

motoneurons and skeletal muscle fibers (26).

These data are of particular interest due to specific features of calcium ions' which

enables them to connect large organic molecules and regulate a coulse of biochemical

reactions, which these molecules participate in (2' 4' l0)
A next series of experiments described in this paper were performed on snail newons

in membrune calcium channel blockade conditions achieved by adding of cobalt and cadmium

ion, ina uurr, saline. In the first case cacl2 of normal Ringer was substituted by equimolar

concentration of CoSOa , and in the other case 2 mM of Cd(NO:)2 was added into a Ringer

solution.

,,ttiltiliilr[,,,lirrt tH,

;,,',*,a JL",J'eil"*|$ilr

[1 tililil_il]
Figur€ 9. Ffz_induced hyperpotarization of neuronal membanei 10 seq 40 mv

Fig.7 illustrates the effect induced by Co']* substhuted. fo' C-ut-: I" neuron was

depolarizJd after perlusion of the ganglia with the solution containing 7 mM CoSO' and the

i.e'qu"n"y ot ai."ira.ges dramatically increased (Fig. 7a) At the same time' apparently due to

reduction of calcium-component, amplitude of disiharge reduced (Fig 7a) 'the reducing of

amplitude continued during the being within the cobalt-containing medium ln the illustrated

cu.i the ou"r.t oot uulue ias +32 mV under normal conditions, and it became equal to +24

-V ffrg. lt> and than to +4 mV (Fig. 79) after perfusion with cobat containing solution'

i-."Oii 
"ty'uf,". 

perfusion the mernbrane depolarized slightly and grouped discharges

o"curr"a tng. 7b-;). Simultaneously, low-amplitude oscjllations.of membrane potential'

;;;;;ir .;^.g, and then gaduallv decreising and disappearing emerged (Fig 7b-f)'

irr. gt"ipi"g 
"r 

ait""harges prolressiueiy grew during the experiment After washing' spike

urptitua" ii"t"ut"a sniarply, undershoots appeared again, but bursting activity was

maintained for a certain time after washing.

Grouping of discharges was obsirved during cadmium ions were added into the

Ringer solution (Fig. 8)." B""uo." 
"oiult.und 

cadmium ions block calcium channels (9, 14, 16' 17)' it is unlikely

that the observed transformation of neuronal activity was govemed via activation of some

burstrng neurons, presynaptic respecting the registrated cell'
"Reduction'of calcium lons' innux through the membmne at the outset was manifested

in decreasing of the amplitudes of action potentials' and the grou-ping of action potentials' as

*"ii u. ...o"u"ty of iniiial activity, derivid with some delay ln that we can propose the

"r".g"na" 
of bursting activity is due to activation of any cytoplasm biochemical reactions

that control ion channels and are regularable by calcium ions'

Transformation of neuronal activity into grouped rhythmical activity can be performed

after a ganglion is perfused with pentylentehazol (PIZ) - containing solution According

"*lrt"nt"auti 
u 

"onuul.iu" 
effect oi pTZ is due to blocking of chloride permeability by an

i,,t ibiiory n"u.ooun.mitter GABA (24). Due to reduction of inhibitory contribution in
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Figure 10. PTz-induced depolarization accompaned with grouping;

summary effect of synaptic processes an excitation enhances on a postsynaptic membrale and

after ali convulsive state establishes (13). In other investigations it was shown that PIZ
causes small amplitude oscillations of membrane potential and grouping of discharges in

many isolated neurons. These data indicates that PIZ, besides reduction of synaptic activity'

also acts on a neuronal membrane directly.
In experiments performed in our laboratory a majority of investigated neurons

hyperpolarized after perfusion with PTz-containing solution, and the hyperpolarization was

fotiowed wlttr group itrythmical activity (fig 9). In some neurons the emergence of the group

rhythmical activity was preceded by a membrane depolarization with discharges becoming

more and more frequent (fig. 10). The observed groups of discharges differed from typical

grouping activity: instead of gradual increase of overshoot within each group of spikes

significint decrease of overshoot took place (compare Fig. 6 and Fig l0) It seems' we mast

re-gard such an activity as convulsive. After washing, grouped activity with increasing

overshoot within each group was observed (Fig 10b).

In some neurons PTZ did not cause significant changes of membrane potential before

the emergence of grouped activity (Fig. 1l). Although PlZ-induced grouped activity was not

rhythmic-al in thii case, as it was in the cases described above. Once PTZ was applied'

convulsive activity emerged with some latency - parocsizmal depolaiization shifts evoked,

and high-frequency discharges with significantly decayed amplitudes at the tops werc

g"n"ruti"d 1flg. liO, e). eiter washing, typical rhythmical activity was observed Then'
'ivithin each birrst, number of spikes gradually decreased, interspike inteNals increased and

the process finished with rccovery ofinitial activity (Fig. 1le).

tl

. J_. _ _I-tJ: _l =L___

-__l-t___ 1.,

"u!q'Ll_i.t[--lJ-tL
b IltttLJ.

:].-_ h 40nlL

, _lul t J_ L__l_:1t___$:il.t]l,x

Fisure 11.. PTZ- induced PDFS. Dotted lineconesponds to -80 mV
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So, PIZ induces group activity that accompanies both depoladzation and

hyperpolarization of the mem'brane. Hence, generation of grouped.activity^doesn't depend on

a siifi of membrane potential. As it seems, it indicates that PTZinduced effect doesn't depend

directly on relaxation of synaptic hyperpolarization electogenesis Stability of action

potentials in PTZ-containing medium means PTZ does not act on memblane calcium

channels.
In the all three described examples PTZ induces small amplitude oscillations of

membrane potential, Although a rnechanism of occurring of these oscillations is not clear' it
must be noted that these oscillations are also observed when calcium ions are substituted with

cobalt ions. This fact is in accordance with recent investigations reporting about inhacellulai

lill oscittations. ttre similarity of the influence of PIZ and cobalt ions is also expressed in

Jt"r'*u.ting typical grouped activity occurs Therefore' the- results of the perfomed

"^poi-"n,. 
iiue'tu.it io suppose that'PTZ activates reaclions that are related to reactions

flowed in a neuronal cytoplasm.
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General Solution of Gauss Nonhomogeneous
Hypergeometric Equation's of Particular Class

Guram Kharatishvili
Institute of Cybemetics

Let consider Gauss nonhomogeneous hypergeometric equation

t(t -I)i +l(cx + P +1)t -yli+dqx = f(t) (1)

of particular class, defined by

d+ P =aP,+1

General solution of equation (l) witl condition ( 2) has the form

x = (t -r)t-d?'tl-tbt+ lft -14, t,.Q, + I f fOatptl,

wherc cpc2 arc arbitrary constants.

For homogeneous equation (l) general solution has the form

(2)

(3)

ro = Q - r\t -Bn P V, + 
",1 

{t - t)4, t,' atl.

General solution (3) is constructed by new method of solvation linear

nonhomogeneous equations of the second order with variable coefficients, which is making

ready for the press.

Proof, We have:

;=f -aB-1 ,*l-Y r * -)-(r,, I rufl,\=
I-I t /(r-l)\' J- |

=Y-J:9L,*,1 (", * | fuv,\.t'-t r -r\
.. -aB(t -r)-er-rl(y-1-afl) ,..'=--- (',_4--"

+y -!.-d&ly - !.- ctBt 

"*'I 1", * [fau,)l_I'-I L t'-t t'-l\- "

- '' 
- t. (".* | rrrrar)* {(t) =

(t'-';"''" t t'-l

(y -r-apt)' -a0(t' -t)-(zt-r)(y -r-a&)
(t -,)'

.ffilr.ty61a,)*!\
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(s)

(r)

ZgnibsSso'lS z,'e'n.dyf,)o 
''un'8l

zairsrnedvJ 1'" 1"rtr#' - 4t - (d + p + t)t - fF"$m.Hi:il'i8'-9
mOs !I vl .I.loV = (r, - 4r + (ct& + 2r !8ltFgdfiH& 'q.driyr\:q,d

*@&*+n?*;&*u-*r;M)l*
zritsmst!,fi6 srrrirz,n\ I

,ly -afr 12t , dft +2t -1'
+ 

f -ff r+ @JB zt' ! fiV)d+)tt f ,{il *.ffi nf#),r,s.r
(Ds. General solution (3) is constructed by new m4llddofSolvaiftni (d*qohehbgqle,ob
equations of the second order with vadable coefficients, which [ggfi{6:r?*I"{S,jli,rBfi}

I+q$=q+$
mrol edl a6d (S ) ooiribno. dtiw ( l) roilBrrpe 1o noitulo? llrereD

.l(rsrrtf l +,.)'"' brr - ol +,.J''1'-to-'ir - r; =.
.zln6Jznog fr6iidr6 316 !a.!r rFdw

rmol grfl ?Jd roilrlo? h!3n99 { l) roitsupi ?uo3negomod toq

.[rb'tr!'htt. r,],.r* I ' 'r' r'rt- 11= o.r

163nil noitavlo? lo borlt{fi v'3fi yd betcntzfioc zi (e) noitulo? I6r3[eO

Bnid6m ai dcidw ,dngicmgog gldsircv dtiw rsbro broeez 3.lt 10 arloi]GlJps zuosnsgomofurco

.z?erq 3dr rol {bssi

:9v6d 9W .loorq

=(trrtll r,")^l . *,\-1.,l-gs-\-i,(r-rrr r r-\
/. -1 \ I 'AD-I-Y
{rbrl) \ [ ! r/ ;i 

*, _, __(L -

(f\s- r - r[r - rs)- (r, .r)qn

--T_', 
.-_/ =i

l-, ,' r I En-t-r'lrf\n -t- r*l{rh(rr\l*,rl ,':r-, I j-,-r'
L' ' ',l--r \ -l 1 l-_l

(l)"\ /. -1 \ l-1S=;j+1tsttt1[+,.J ,_ .r_-r . ,.(,_,i
(qn-r - \XI -r!) (r-'r)an- (fl:.,- r - \)

(r - -r)
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On some relations between one-particle density and energy characteristics
- in the system of one-dirnensional fermions.

Roland Bakuradze
Ins titute of C\b e metic s

A number or rerarions bet**" *l-'jf;i. .*"ur, one-particre revels or
energy and wave lunctions of rhe 2n fermion system has be€n obrained.

Hohenberg and Kohn [1] showed, that one can find the energy of the principal state in the
multielectron system existing in the external field with local potential q(r) r = (x,y,z)as the

lower hound of some functional E(p), defined on a subset of sufficiently smooth non-
negative functions satisfying the normalization condition

)oG't'zLba4z= u'

where N is number of particles. The function p = (x,y,z) has the value of electron density

and is defined by means of multielectron function y(r,.....r") according to the following
formula:

p{r.y.z)= NJlry{r.r .....r, 1 rlo.dt,...dr, .

where rt is Cartesian and spin coordinales of j -rh parricle-r./ = (x,, r,,.,, ",;. 
Integration

is canied out by the variables (r,,...,t* )and o,, (t, = r).
In the work [l] it was also shown that if the principal state of Schrodinger's N-elechon

operator

H,q)= -lii+.+* "a, l* 1I*101.;r,.rfdx- d)' dz' ) ,rt,t a
with the potential of the extenal field q(r) beingnon-degenerate q(r)--l 0, lrl -+ - and p(r)

is corresponding electron density, tlen rhe funclion p(r) can not be elecron density for
Schrodinger's nondecremente operator with a different potential:

q(r/ = qu,
In the works of March and co-authors [2-4] the pfoblem of regeneration of one particle

potentid q(r) by the function p(r) is discussed as well as the possibility ro make approximate

estimations ofthe density p(r) by the potential q(r).
In the prcsent work we have considered one-dimensional case N = 2n of interacting

fermions and obtained a number of simple relations between one-particle density, one-particle
energies and wave functions.

2n one-dimensional fermion system with hamiltonian
:" n? 2iHy{x......x..)=-Ii;y(r,... ' }+s.r" \'r" ' \-th '/" ..*")iiaxi- ' '^^ /-z-''r\ "'

is being considered.
The operator hi acts on the coordinates ofthe i -th particle and has the form

O Institute of Cybernetics
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hy(x)= -4y(-)+q(xlyG)
Let us denote by l,denote the one-particle levels of (l,i < 1,,.'),g,(x)are their

coresponding wave tunctions nomalized by the condition Jlq,G)'dl< = t. F(x) is fermion

density ir the pdncipal state

O(-)=zi,p?(-) e('.)=1F('.) (t)

E is de energy of the principal state and E = 2tI, .

l. q(x) and p(x) are assumed to be given. We claim that one-panicle levels of energy 1,,

and their respective wave functions q(x) can be obtained by algebraic methods without

solving Schrodinger's equation hy = ly
E.g. iII the case of a one-dimensional potential box having infinitely high walls in the

points x = 0 and x = z the procedure of findings 1,, and 9' (x) consists in the following:

let A denote the operator

er(*)= -1r'(o)- lr"(*)+ lq("tr(*)+ltq(rb (t)dt (2)
4 .' 4 2 "'

Then ole-particle levels of elergy are determined Aom the following system of equations:

tx! = JA'p(x)dx. (i =1....,nJ

' )"
if q(x)= 0, Lhen rhe densiry p(x )= : jsin' kx

t!k=r

The equation (3) in this case have the form:

i ki. =_1p{,,r(oi (i = l..... n ).
r_r t_+,

That is why the formula (3) is easily checked direcdy.
The solution of the system of equations (3) is reduced by Newtoun's formulae to finding

the solution of the polinomial of the n-th po*er q" (t) 1s1. tf we *rite Q" (t) in the form

a"(t)= (-1I(t" -Rr"" -p,r '-...- p"),

then its coefficients & can be calculated by the formulae

kP* =ar -Prar,-r -. -P*,a,, (k =1,",n),

wrrere a* = je*p(x)ox .

If I, are found, the squares of their corresponding wave functions are calculated by the

following formula

If we know the furlction ty,(x) we can find the coresponding wave function

a,G)=iJtF).
The sign of the solution is determined uniquely in the tegion located between any two

neighbouring zeros of the function \./j (x) from the condition of continuity of the

e"'p(')



derivative ofthe function 9,(x).
The number otrai&69t fde tunctions y, (x)

mh$riltedyf, 10 elntil?d
0@S ld fifslbtbY showD that the densiry p(x)
aFaaoi---
F,@6#(dlcqlrtemrnBll errebneqeo gnidzildelzg 1o bodtrM tarhsmr(4)

where the numbers 1,, are determined ftofJffiiQVutiont (3) and ope{alor A by the fomula

(r)

(r)

cr)

"''-- ilivdet{et iliJ .e.rtrsitardT rsrim A
tne censrry p(x/ 16 Know4 ul94\qA\ss8gg+ooqsKuilf termnes ax ue potentlar q(x, (to

within additive constant) to which the givdn ilensity p(x) corresponds. If we knou, that

Zp(x) = p(x) is^q1e-aerr-sity--fpr-th9,pqleipd@f lqqrg Schgdilge('F qperator, then by tlre
9ru nr z tn5r3o rnJ notlarnua5 l'] rad 9dl 

'3z 
n6r 5w rt:rtG.rdl or

theorem HohenbelgrJ(eh4s 4strp6'p914{io3q{ r$qy.e-rr&qlp j$/rAplhqo%$qfhqperaror (and

hence the potentido{*)nsdelD)D lsrs5tri 5d, 10 nobutoz 'i! rd br,!mi,a. e15 ,rsr3lnnllq
mewJ({ 3rmbdeqrb 3d, ]o slqrnsr! rdT.bodbnr b(x)dilitil rnumi,rm gfli,u
at 

'roir.inu, 
boodil3tillo noir6REf6lL,htgl''a'o? ?i zstdrnsv h,ru?"n 'pr

[1]. P. Hohenberg, !f. Kohn Phys. Rev. B. 136, 196/,864-871 
r3'Irqmo3 ertr td 'n'b

PbrlE q Steddm' 4,.A6rB€E$qrlti}t'rMqchIc{sh Qgflrt. 9l.IEr.&rN6d%1,1'z}"-13t
[3]. N. H. March. W. H. YouDg Nucled Phys. 70, 1979, 587-588 aielca,t6rl.r
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;r )\ =y(Fismatsis. Moscow. 1960t. rr'l ;
3d, ti,: /Jultv'brtuz6efii vd bfin bluodz sw bne;,{ .....Q,,Q aersmoreq nwondflu goinisrno3

.a3taarsr6q bb? gdt 1{) noit6milz3 5ld6tiu? Jzonl
- y-[ =v .)(-j =u bn6 .v+{--fr ,u+x=j .:.i ,aculov 1.x gchozoem morl tluaer p bno J
rlriw yllGmlon bgiudilzib 916 bos tnsbneqebni 316 v bds ! tadl gmrrz?-6 zlJ ,gJ .zrong mobn61

n()lrsnd {riznrb evsd 3w et6i16vid rrobflsl (v.u) toi .j.i (,o,0) .(ro.0) ?te)em61'iq

1,,, | | l'u | ..1--)qX, 
-€1 
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Numerical Method of Establishing Dependence Parameters Between Two
Variables

Amiran Toronjadze, Lili RevishYili
Inst itut e of C\be metic s

O*r."",
In lhis article we can see the task of estimation the parametrs in the

dependence between two variables,which were measured with a deviation.The
parameters are estimated by the solution of the integral equetion and also by
using maximum likelihood method.The example of the dependenc€ berween

two measured variables is construced. Maximization of likelihood function is

done by the computer.

Let us consider the task when there is a functional dependence between x and y

cnaracte$
Y= f (x;8,, B,-- flr)
containing unknown parameters or,P,,... Br; and we should find by measured values (, 1 the

most suitable estimation of the said parameters.

( and 4 result from measu ng x, y values, i e. (=x+u, I=y+v' and u= E-x' v= q-t -
random erro$. Let us assume that u and v are independent and are disfibuted normally with

parameters (0,o,), (0,o') i.e. for (u,v) random biva ate lve have density function

t a'l t f "''lYf u. v]- _-e\ol- -l- . expl- ,-, iJ2n o. | 2ot') J2it.o,
wherc or is a known parameter.

Thenjoint distribution of ((,1) random value is assigned by formula

olE.n\= lvfi - x.a - lk: p,. p,'.. '8,)lsrxtdr

where g(r) is a priori density function x.

lf we substitute V/(u,t) into the expression (1) then we receive:

_ G4l"_,{_b_tJtffi -.r-l, a, *

integrating equation (2) first by 4 and after by ( we receive

r : I /r--\? l

a,G)= ._ lexp]-!__1, is txrdr
lzft ot - | 'ot )

(1)

(P\E,n)= l-t- exq
:_{zn.ol

(2)

e,tr)=J- T*o{-lzn.o1 :* t ],*,*

(3)

(3)ln- t6;F,.F,".,B,)l'
2oi

If instead of cp'(4) we have only its evaluation Q,(fl received on the basis of

observable values, then (J) represents integral equation of the fiIst kind with rcspect to a
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priori density function g6). In 11,2,3,1 consistency estimate gft) of a priori density function
g(r) is received by means of solution of integral equation of the first knd by A.N. Tikhonov's
stable re sularization method.

Iiwe substitute f(rc) in (3r) we receive density function

r,b) = #a i -"*f 
trroff"-al| ;r* (4)

with unknown parameters 6., p',p,,. .. p*,. kt us estimate these parameters through likelihood
method.

In [4] it was proved that estimates found t]Lrough this method are consistent. So the

task comes to finding a maximum of likelihood functions for these parameters. For this

purpose we take f =ax, A,(0 =A( ,o?= qas tunctions and the values of €ft, in discrete

points x1, x,...xrc - g(xj), resulted from integral equation (3). The density function will bei

(pvlta,o )=
h-^'1. ",". .g(xi) (5)

Ja.o

and for observable values 4lft: ll ) the likelihood function

r=flo(n,;o,o)

Will look like
()

, | .o rn.-d. | 
|

hl-ttnl --' "'-)e ).' .e(x )l 6):i I J2r.o $"t, t;I a"-" )
In the present paper we artificially construct, by means of Monte-Carlo method, the

dependance between two variables. We hold fixed specific values d,o and define the values

(6,1) by the table of random numbers. We process the data ((, q) obtained by meaas ofthe
above mentioned theoretical method and we receive the parameters' estimates.

_ In the constructed example n=200 i.e. we have 200 pairs of values ((1, 1). According
to €i values we solve the integral equation thus receiving the following values of g(x):
(-2.7,0.01),(-2.1,0.09),( -t.s,0.12),(-0.9,0.19), (-0.3,0.35), (0.3,0.26),(0.9,0.20),( 1.5,0.19),

| 2. 1,0. I 0 ),t 2. 7,0.03 ).
Further in compliance with 4r values the likelihood function is constucted.

Maximization of likelihood function is done on a computer (Madab,Optimization

Toolbox, /.i""). Results arc a =0,9839, o=3.0067 9 (i\ ov artificial example a =1,0, o'-3.0).

The results of computations are quite satisfactory.
We are kindly thanKul to A.Zhuzhunashvili for the help.
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Heterogeneous Biological Systems

Liana Andriadze
Instit ute of Cybemetic s

Important sphere of biological investigations is connected with study of mechanisms

of collection and work of information from outside area with living systems Such functions

execute organs consign of different kind of receptors and analysators. Their functional variety

is conditioned by speiial structural prcperties oftheir composite membranes, which determine

passive and active transport, generation of excitation, bioenergetics of cell etc And

physiological process, as neNe impulse ftansference contraction of muscles' optic perception

proceed by agrcement of interaction of many sffuctures. Only due to of natural and artificial

achieuemints of molecular biology in membrane structures is possible intensification of
research in receptor and analisator's sphere.

As example of application of biological principle of receptors action in technical

systems by building miniature sensibility sensors different signals are following: acoustic'

thermal, electrical, optical etc.
Biosystem exists and functions based on the refined balanced moleculal interaction in

heterogenic medium. Biological phenomena in whole cell is determined of electron

confor-mational pro""ss", *hi"h are developing on the molecular level, on the level of
lipoprotein's complex.

ln all membranes phosphalipids is obligatory component and membrane's prcperty in

important step are defined of phospalipids entering in her composition Micelles structure

made by phosphalipids and interaction of this micelles with proteins has foundation meaning

for construction of membrane's
Phosphalipids entedng in membrune's conshuction, belong to group of natural

surface activJmatJrials and can exist in special liquid crystal stlucture. This stmcture capable

lor different structural transitions and they have now important role in cell's function

Unbroken proceeding structural changes of lipid components of lipoprotein complex

of membrane may be, possible consequence of change chemical nature of their lipid
molecules. They call conformation changes of protein component, which bring on change of
her biological activity,

High degree of organization and continuous of structural changes of lipoprotein

formationi mak; difficult direct research in such systems. Therefore wherc interaction of
components such systems worth while study on simple model's systems. Liposomes can be

sucli model as one of liquid crystal state of phospalipides' as structure made on spherulites

type, which is obtained by mixture phosphatides with water.

Interaction of liposomes with proteins now studies very intensive. Phospatide as more

complicated substance of lipids own faculty have high possibility of orientation on protein

molecules. Twisted in water solution molecule of enzyme can not show all her potential

activity, which it discovers unfolding on surface ofphosphalipide micelle.

Modeling of fermentative kinetic in lipid water systems help us understand passage of
chain of biochemical reaction of metabolism in heterogeneous condition of cell, where

paramount role has space rapprochement enzymes and substlate.

By influence of phospatide liposome, detergent oxidants and reductoG, two and three

components liposome on activity ofglikolitic ferment aldolase we want study one from
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possible ways of regulation of this enzyrne by participario[ phospalipides of membmne.
Enzyme's interaction with natural sudace-active phosphatides made in heterogeneous
condition, where is having also influence of division surface.

We obtained liposomes from phosphatidylcholin of cattle's brain, eggs and soy. In
structwe of two and three components liposomes were entered ganglioside and cholesterol.
Enzyme aldolase was obtained from the rabbit's muscles.. Electromicrcscopic studies show that liposome and proteoliposomes are on form
spherullite, often they fofm united system of membranes layer. Liposomes-spherulites present
discrete partially aggregated bodies 10 nm in size, composed by concentric layers, which have
a dimension of aproximately 4 nm and periodicity of about 7nm. After desintegration by
sonar influence creates close by size particles which after addition the protein, stand more
densitive and discrete. Fig. (1,2) ll,2l.

Ft:")-r'I::--
Fig-1. Liposomes. Phosphatidylcholine fton brain PH 7,0 X 170.000

Fig.2. Proteoliposomes. Phospharidylcholine from eggs PH 7,0 X 170.000

Obtained proteoliposomes phermentical activity of protein depended on state of
lipide's component. By tight contact of proteins with lipides between them easily proceed
oxiden-reduce reaction. By oxigenation lecitine in proteoliposomes changes her rcdox-
potential and by contact with protein changes confomation of enzyme and passage actively
oligomer in dimmer and monomer form [3]. Oxidized and in non-oxidized lipides in
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proteoliposomes differently influence on activity of aldolase. Non-oxidized form of lipids
increases activity of protein, wher the oxidized folm inldbites her [4,5].

Phospolipide liposome are natuml substances for organism and by entering them into
the organism they take part in metabolism and do not accumulate: and do not provoke toxikal
and allergical rcactions,

We have obtained liposomes with ferromagnetic particles - magnetocontroler
liposomes, which can be controlled from out with outer magnetic field [6]. In
magnetoliposome we put in biological active materials from medical herbs: kalanchoe,
plantain.

Now, liposomes are very successful model of membrane for study and change of
biological objects. The foundation of this is that, that their various composition in sizes and

otier pammeters, determining variety of possible interaction of liposomes with cells.

Investigation of heterogeneous biological systems are perspective for biocybemetics,

biochemistry, biophysics and for practical medicine as well.

References

[1]. Andriadze L.I.,Shtein-Margolina V.A,, Serebrovskaia I(8.., Oparin A.I., Jour. evol.

biochemistry and physiol. XI v, 333-339,1975.

[2]. Anddadze L.I., in collect. liposomes and their interaction with cell and tissue, M. science

143-152, 1981.

[3]. Andriadze L.I., ini ASGR, biological serie, v. VI, N4, 299-305, 1980.

[4]. Andriadze L.I., inf. ASGR, biological serie, v.XIII, N6, 390-395,1987 .

[5]. Andriadze L.I. in collect. 'Biocybem, Bioph'., Tbilisi, Mecniereba, 5l-59,1988.

[6]. Akhalaya M. Kaldashvili M. Perel'man M, "Medico-biological effects of influence of
ultradispersive magnetite results and perspectives,, Tbilisi Collections of reports.

Ceorgian symposium for projet development and conversion. May 15-18,244-246, 1995.

100



Instillit€ of Cybemetics
Georgian Academy of Sciences
E rnail: cvbe.@hepi.edu.se
hltp://cyberhepi.edu.gelproce€dings

Proceedings
Instituteof Cybernetics

. Selection of Artificial parameters for Unsupervised
Object Classification

Makvala Kuridze, Viola Jikhvashvili
In s t it ut e of Cy bemetic,,

In the problem of unsupervised pattem recogdtion, in distinction from Lne pa[em
recognition with leaming, initial information is given by such object descriptions for which
the classes these objects belong to are not known beforehand it,Z]. fo, tta, reason 11 1s
necessary to carry out the object classification in advance.

Let us suppose thar Q = IO), i=LN is a ser ofobjecrs and G=icl -the set ofthe
cor:responding object descriptions. The object descriptions may be represented in the
following manner:

G, = |q,,,q,,--, q,,J , (t)
where 4r, is the *-th parameter value in the i-th object description. The purpose of the
algorithm suggested by us is such previous hansformation of descriptions given by (l) which
draws together the object descriptions of one and the same class Jnd nove apart from each
other the object descriptions of different classes. For that purpose it is appropriate to use the
artificial parameters. Defining these parameters is consideredio be one of the most imoortant
problems of the automatized system pRL /3,4/. The artificial parameters are defined by rwo_
fold using balanced incomplete block-designs (BlB-design) and by rransforming leaming
descriptions into geometrical configurations [2,3] during the process ofleaming.

These parameters show the functional connection that exist betw;en the initial
paramete$, but are llot given clearly in primary descriptions. Let us suppose that p = {pr],
j = t,ttt is a set of parameters, the sequences of values of which compose the learning
d€scdptions for the system PRL. This is the basis on which the artificial parameters are
determined. The leaming model of rhe system pRL will selecr the besr difierenr artificial
parameters for different types of objects. Let us denote the set of selected parameters for all
conesponding types by P' = t pjl , j = I,M' . Our purpose is to choose the best artificial
parameters ftom this set, For each j {h parameter is defined the followins characrensucs:

l.
whefuj reprcsents the number of those types of objects during the investigation of which
the j -th parameter was chosen by the learning model of the system pRL.

B. = max[b.,|, b..=v._tv.. t=1.T.2.

whe j, is the number of those variants in case of the t{h type of objects in which was
chosen the j {h parameter.

3. C =max{c,,1. c , = maxlr,a I R,,l . ,=f.f . t=f.r,.
where r,, is for the t-th type of objects such maximal number of descriptions which include
the codes, coraesponding to the maximal informativity features (MIF), but R, denotes the
number ofobject descriptions of the coresponding class. MIF is called such features. which
characterize objecl5 of only one class 141.
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4. D j = mal'{d jtl, d,, = max{m,1u lM v,i ' t =1'T , k =l'\ '

where rr?jl, is in case of t -th type objects the maximal numbel of MIF codes coresponding to

the j{h parameter in the ,t-th vadant, but M& is the comnon number of the i{h
parameter for the , {h type of objects.

If we consider Ai and Bj as Xj vector components' then the normalized length of

this vector is called the flrst main characteristic of the parameter P| Like the fiIst main

charactedstic, by the thifd and the fourth charactedstics defined the second main

characteristic f,.
By using the vector-optimized method of choosing [5] and the main characteristics

x/ and fj the best artificial paramete$ are determined. For the weight of the j -th artificial

parameter is considered the normalized length of vector determined by the characteristics Xl

and Y, ,

o, = "tF4 *v;vz (2)

This is the way the afiificial pammeters are selected. The statistic shows that the

number of artificial parameters is large. That's why it is advisabte to divide the set of the

selected parameters by groups and use them separately. The parameters the weight of which

meet the following criteria
Oi >Y ' o5<Y <l

are called admissible parametels lff s mark such parameter set by P For fomation of the

artificial parameter groups 4 , / = 1,, by the elements of the set P is chosen a BlB-design

i.e. a configuration of type (v,b,k,r,l') 16l, puameter k of which must satisfy the condition

k=cardB,, where 4 is a block ofa BlB-desigrr.lf k < cardB,the correction of the blocks

must done on the basis of the initial parameters. This will give us a possibility to consider the

initial and artificial parameters simultaneously. It is a possibility that the parameter pairs the

weights of which are defined by formula (2) will be admissible According to this formula

each component corresponds to the parameter pairs. In this case both of the parameters will be

admissibG. It is obvious that both of them participate together at least in one variant A BIB-

design guarantees this. If the parameter pair is admissible the each parameter in it is

admissible as well and the weight ofboth of them will grow. The weight of the blocks will be

estimated by using the weights of paFmeters

o@)= 20'rr'
where f is a number of block elements On the basis of these weights the blocks that will
meet the following criteria

a@,)>_0.'15

will be chosen.

As BlB-design is composed by the set P , the & number of variant of set descdptions

is received, where the initial descriptions given in the form (1) are written in the selected

ariificial parameters 
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Expert Systern of Class Formation

Mzia Menabde, Meri Khanjalalhvili, Eteri Buchukury
Ins tit ute of CJb emetics

A set of objects O = {ql, i =lJf is given. It is represenred by sum of the ur apped

object subsets (classes) Q = f[S*, ft = l.nr . t-efs call rhis kind of ser O divided by classes

the pdmary classification. As an additional information we may have G = lf S* - ser of rhe

descriptions corresponding to the objects of the set 0 or other information about classes. It is
necessary to unite the classes in-groups 4 according to the certain purpose or feature that the
following conditions must be met:

1

2.

Q =llr,, t =tn , n, < 
",

a = LIs,,, i=tn, r<i,<nr (1)

The knowledge base by the multiple dialogue with the experts is formed. These are the
sequences of specially ordered classificarion varianrs iCV) W =IWtl, j =th (j{hindex
of which is a code of the comesponding classification variant) and the groups of these variants
V = [V,l ,l = 1,n, . The classification variants must meet the conditions (1).

The i-th expert i=1,2" orders codes of classification variants by preference in a

lineal or matrix regime. The matrix regime is more appropriate in the case when the number
of the variants n,>4.lt this case each expert orden the classification variant codes
according to the block elemenrs of BlB-design [1]. In both regimes the row ordered by the i -
th expert is represented as follows:

. N"Q,rNr?...Qr,"Nh_,

where N,, is a classificarion varianr code and O,'J e f(ar). fkD = {aa}, a = l,[ is the term-

set, which represerits the preference degrees [2]. n, = J jn 6u1...r. On the term-set Z(a ) is
determined the numerical function

R((0") = (n. - d) /(n, -l) ,

which is the estimation function of preference degree of o.l" .

By this function expert system (ES) detemines the deviation function
.1-

r{w,\ = lR(Q.,\. (2)

The i -th expen uses this function to estimate the preference degree of the j {h CV. In
(2) t is determined by the condition Ni = ,/ .

The ES determines also the normalized weight function [3]
P(w)=(p_rtw;Dtp.

where p = ma< 414) + €, €>0 any small number and
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f,(w)=atP(w).

which is a joint estimation of the j -th CV.

The multiple dialogue with the experts permits to precise fte joint estimation of
classification variants. Besides (2) the ES determines joint estimation of elements of set
y = {%}. For estimation of the group y/ by the i-th expert is used the sequence {p,N},

k = l,ns , where n, is the number of dialogues (in our case a, =3).

^. [1. if lhe i - th expert has named rhe p - th group in k - th dialogue.
t1^ =1

0. othe.wise

Let's define the function
n3 n,

E,(v ) = (>2' 3-t BD / >2^' 
t 

.

This function presents the normalized estimation of the group V, by the i-th expert By

using this function is determined the joint estimation of the group %

rs"1=LiE,(v").

1ss=!fr1v,t1

(3)

After this the function

will be considered as the second component of the joint estimatiol of the CV 4. In the

formula (5) l4i is the I -th group of the CV w], l?j is a number of the groups in the i -th
cv.

By means ofthe components i and l, the finaljoint estimation for the classification

variant w' is determined by the formula

7,w t= rF1;ltwS, JjtwStn.
The best classification variant %" is determined by the condition

f I = n7l.f (w ,)l .

Furthermore, the ES estimates the competence of expefts as well. For this ES besides the

other components [3], as an additional component, uses the function

tt/ tw ) = > F (vt| ) | > F vtj ),

(4)

(5)

where 14' is the I - th group named by the i - th expert at the final dialogue in the i - th CV

riis a number of the groups in the j-th CV, named by the i-th expert, F(%) is

detemined by the formula (4), but {i and z, have the same mean as in formula (5).
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The mechanism and function of pacemaker potential

Besarion Partsvania
Institute of C\bemetics

Specific class of neurons was researched - so called pacemaker neurons. Pacemaker
neurons can be divided into two main classes: actual and latent newons. Actual neurons are
background actives. They generate impulses fiythmically. Generally latent neurons are silent.
They become activated if a stimulus is applied to them.

It was repeated the experiment of neuron's complete isolation and was confirmed that
in such cases, pacemaker neuron retains background activity. This activity is a result of the
existence of pacemaker potential. The experiment proved that pacemaker potential is neuron's
iotemal feature and is not connected to synaptic input.

Neuron's pacemaker activity was studied. It is a result ofexistence ofpacemaker locus
on the neuronal membrane. Pacemaker locus was investigated. It is located on the membrane
segment between soma and axon. It was shown, that density of calcium ion channels on this
area is higher than their density on the apical segments of membrane.

Was established that some of latent pacemaker neurons represent so-called command
neurons. The control of animal's some simple behavioral processes is realized by these
pacemaker neurons. For instance, defensive reaction of mollusk "Helix Pomatia" is conholled
by single pacemaker neuron.

Was studied the process of habituation and facilitation in different types of neurons.
Mechanism of these events for pacemaker neurons differs from the mechanism of synaptic
habituation or facilitation. Their dynamics and temporary development are also different. First
of all, in the neuron habituation or facilitation takes place on the pacemaker level. The
synapsis are involved in these processes later. Besides this, habituation or facilitation depends
on the stimulus parameters. It was shown, that habituation and facilitation play great role in
main control processes.

Researches show, that pacemaker potential is an amplifier of synaptic inputs. One and
the same stimulus causes weak reaction in common neuron. while. this stimulus switches on
long-term pacemaker activity in pacemaker neuron.
In terms of inffacellular stimulation of latent pacemake( neuron, it was shown that neuonal
response conesponds to the parameters of stimulus. This event may be regarded as
information coding by means ofpacemaker potential.

The frequency plasticity of pacemaker neuron was revealed. During the rhythmic
stimulation ofpacemaker neurons, plastic modification ofneurons own frequency takes place.
When stimulus frequency is much lower than neuron's own pacemaker frequency, neuron
perceives each stimulus as sepamte one and responds to each of them with phase binding.
When the stimulus frequency is increased, but is still less than neurons own pacemaker
frequency and changes plastically and becomes coordinated with stimulus frequency. When
stimulus frequency is higher than neuron's own pacemaker frequency, in this case plasticity is
expressed in filtration effect, when neuron responds only on the part of stimulus.

Besides, the influence of some biological active substances on the neuron bio-electdc
activity was studied. For instance, actio[ of ethyl spirits, insulin and some peptides on the
neuronal activity was investigated. Ethyl spirits in law concentration improves neuronal
activity, while, in high concentration it inhibits tlis activity. As for insulin - it inhibits
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in vortebnre animal's neuron's systeq' atrBr?Jla.l llonszgat
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Photo- and Thermo-sensitive Systems

Kokhta Japaridze, Zaza Elashvili, Jimsher Maisuradze,
Lali DeYadze, Nino SepashYili

Institute of Cy bemetic s

One of the main problems of contemporary science and techniques is to prcduce such
substances and systems, which under influence of extemal factors (electric, magnetic, themal
and acoustic fields, mechanical influence, electromagnetic radiation, orientating substances
and others) change characteristics. Especially interesting are systems with reversible changed
characteristics, applied in solving the problems related with recording, rcpresentation and
processing of information.

High-sensitive reve$ible systems attract an interest of many scientific cente$ and
firms of world.

In the past century the attention of scientists were attracted by compounds being
colourless or slightly coloured became coloured under sunlight radiation but in darkness
spontaneously retum to initial position. This reversible colourchanging was called as

photochrcmizm and compounds- photochroms.
Later it appeared that different oryanic and inorganic compounds have photochromic

properties.
The photochromic transformation is accepted to reprcsent as inter ffansition between

two states of photochromic compounds-A (coloured) and B (colourless)

hvr
A<-?B

hv:
Photochromizm can be detemined as reve$ible photoinduced transition of

compounds from one stable state to the other, which is accompanied with absorption specffa
changes.

The ability of photochromic compounds to reverse colour, provides the possibility of
their application in many areas of science and techniques. One of the important applications
of photochromic matedals is creation offixer and optical information accumulators.

For special aims successfully applied materials are those which possess a number of
advanlages in comparison with ordinary photomaterials (cheapness, high resolution and so
on).

Especially interesting are photochrome materials, which without developing a film
are able of multiple "recording" and "deleting" the information by light.

In spite of that phototransformation of photochromical compounds occurs with
quantum yield less then one and to obtain the image with suitable contastisity it is required a
fairly great doze of light energy (0,01-0,2 y'cm'), the sensibility reached to our days is quite
enough for major tasks.

The most convenient form for application of reversible photosensitive materials is
transparent polymer film containing photochromic compounds. As distinguished frorn usual
photomatedals they have very high-resolution ability - above 1000 line/mm. Furthermore
they allow to obtain from original both - positive and negative image at will,

Photochromic films as distinguished ftom usual photomaterials keep substances in
molecular dispersion state. The development of film in usual sense is not presented here, the
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image appea$ in consequence of molecular transition from visible light "transmission state"

to the "ibsolption state" that is coloured state or altematively-from "absorption sfate" to the

"hansmission state".
The photochromic materials are successfully applied to holographic recording of

information [i]. The regeneration ol initial information occurs by means of rays, wavelength

of which coincides with coloured film absorption maximum. These rays are photoactive and

cause bleaching of films, therefore when rcading off it takes place certain paling of imag(but

there are such materials, which do not bleach while reading).

Among variety of photochrome materials the sp).rochromens hold a prcminent place'

The investigation of spyrochromens is of significant interest, because among other

types of photochromic compounds they differ by high sensitivity and show photochromizm in

Jution is well as in polymer rnaterials, which are available for practical utilization

ln spite of numerous investigations, which throw light on various aspects of
phototransformation mechanism, the sffucture and natwe of colourless and coloured foms of

spyrochromen, many questions arc still open.-' 
We managedio obserue spyrochromen photochrcmizm in amorphous and crystalline

state, which allo;d elucidating some questions about coloured form's saucture of those

compounds.
More than 200 compounds were synthesized as part of the study which made it

possible to watch the influenie of substitutions and solutions on thermodynamics, kinetics

;nd spectral characteristics and also to clear some questions on chemical and photochemical

stability of given spyrochromens.' 
lx-tribition of photochrcmical properties in amorphous and crystalline states and also

obtaining compounds with increased sensibility and solubility made it possible to obseNe IR

and PMR spectral altemations during photoinduced colourchanges.

Th; subject of photosensitive matedals lemains one of the important directions of the

Institute of Cybemetics from it's foundation and observed results are admitted as an original

12-331.
For the better understanding of colourchanging natue in spyroclromens let us

consider energy balance when transiting from closed to open form without going into details

of molecular Jmrcture. Let us assume that spyrochromen molecule during C-O bond breaking

can tum into one of the following states:

T'

IJI

The formation of biradical (1) is related to C-O bond breaking, energy of which can

be assumed as 75 k.callmol (the energy of C-O bond in ethers) However the interaction of

noncoupled electrons with tt-elecfion molecular system can bring to extra stability to about

10-15 k caVmol. As a result the formation of biradical (configuration of which is near to

initial molecule) from sp)T ochromen requires the spare of about 60-65 k callmol Obviously

this biradical has short lifetime and can not determine colour of spyrochromen solution at

usual conditions. Actually neither by chemical methods nor by EPR spectra can be proved the

existence of biradicals in coloured form

\n
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The chinoide form (II) is energetically approximately at 15-20 k.cavmol higher than
closed structure (when calculating by data of bond break and formation of bond, taking into
account stability energy losses in benzene dng and the increase of conjugation of molecule's
n-electlon system). The energy of zwitterion (III) fomation calculated by the additive scheme
is higher than for biradical and chinoid forms. However if consider the interaction possibility
of groups between each other, with groups ofneighbor molecules and with solvent molecules,
then it seems reasonable to give the preference to ionic fom.

It is necessary to underline the role of solvation and association energies in the
themochromic spyrochromens. Generally accepted schemes of thermo- and photochromizm
do not reflect this, it produces an impression that the colour formation is the property of
isolated molecule. In fact the energetical difference between coloured and coloudess forms of
molecule is so great, that it is difficult to imagine the presence of appriciable amount of
coloured folm in the state of equilibriumm with colourless form.

Let us trJ to estimate the salvation energy of spyrochromens in polar (ethanol) and
noripolar (toluene) solvents.

By way of example we consider 6-nitrosubstituted indolinspyrochromen
Denoting by A colourless form and by B coloured form of spyrochromen

B--)A-AHo (1)

Where AHo is the difference ofisolated molecule enthalpy for B-+A transition
B+S-rBS+wc)
A+S eAS+W(A)
BS-+AS+AH

(2)
(3)
(4)

(6)

(6b)

where S is solvent, w- salvation energy, AH- difference of enthalpy when bleaching of
solvateted molecule. Frcm (2), (3) and (4) it fouows:

B-rA-AH+ Wc) +W(A)
The comparison with (l) results:

AIIo=AH -WGl +W(al
For ethanol (e) and toluene (t):

AHo=AH(") -wrsl') + (6a)

aHo=aH(,) -wol') +wiol )

(5)

From (6a) and (6b) is got
. 1w6f") -wor(') )-(w(Al") - w(AI')= aH(e) -aHo (r)

Taking into account that spyrochromen's closed form is "ordinary" organic
compound, structure of which is adanged in the framework of organic chemistry classic
conception, the difference between salvation heats can be equated to the colouring process

(A-+B) activation energy difference in ethanol and toluene. For nitroderivative
indolinospyrochromen this difference equals to 4 k.callmol. It is interesting to note that
according to data [34], the difference in energies in photoactive triplet state in ethanol and

toluene in the same compound is 5,7 k.caVmol. Therefore it is sure that closed form of
spyrochromen in ethanol is stabilized by -4 k.caymol shonger than in toluene. The salvation
energy of organic molecules in such ineft solvents as toluene is -1 k.callmol. Thus we can
write

Wrei"i= 5 k caVmol.
This value of salvation energy may seem great, but taking into account that ethanol

can generate hydrogen bond with oxygen and nitrogen atoms of spyrochromen, the energy
confirming with each of them will be on an average 1,8 k.cal/mol.

The thermal effects (-AH) of BJA process in ethanol and toluene accordingly are

equal to 2 k.cavmol and 4,5 k.callmol. Substituting these data into(7) , we obtain
wroi') - wror(')=6,5 k cavmol

From (6a) and (6b) follows
WG){") =(3-AH6) k.callmol

109



ano
W1s)(') = - (3,5+AHe) k caVmol

The spectral analyze of the mentioned above materials in gaseous condition shows

that at tempentures 200-250oC the equilibrium is practically shifted to colourless direction

The simple estimation shows that AHo< -8.
Then
W,jf"!11 k caVmol

and
wGi')>4,5 k.caVmol

These estimations were obtained at assumption that spyrochromen molecule' s

opened form has the same structure in both solvents and energy deficit is pardy covered by

solvation energy when opening the cycle. In the case of ethanol such a grcat solvation energy

can be explained by generating hydrogen bond and shong polar molecule of spyrochromen's

opened form. There are known cases, when solvation energy of strong polar compounds in

alcohols reaches 30 k.caVmol. As for solvation energy in toluene, it's value (>4,5 k cal/mol)
seems abnormally high. It is possible that polar groups of coloured molecules may interact

with toluen's r-elechon system and generate something like r -complex, but even for such

complex this energy - 4,5 k cal/mol is too high.
Therefore it may be assumed that in nonpolar solvents the molecules of

spyrochromens are associated. Only in such case it can be replesented the existence of
measurable quantity of coloured form molecules in the equilibrium with colourless form. The

coupling of molecules having oppositely charged groups obviously can cover energy deficit
when opening the cycle .The same conclusion results from following: dipole moments of
"coloured" molecules do not differ from "colourless" [35,36].

Solvation, which is expressed in strong influence of solvent nature on the absorption

spectra, plays the specific role in polar solvents.
The common considerations on possible structure of coloured spyrochromens show

that opened form of spyrochromen is nearer to zwitterion than to chinoidal or byradical forms.

The literature data on bond and conjunction energy in organic compounds make it possible to

conclude, that nonassociated or not strongly solvated spyrochromen molecule's coloured form
in comparison with molecules with closed form are energetically non profitable. The

qualitative considerations and conclusions were confirmed by quanturn-mechanical

calculations [37].
The nature of sensitiveness of spyrochromen's two states is defined by molecular

structure variation under light influence, which is accompanied by system's physico-chemical

propefty changes. It is possible to altet molecular as well as supermolecular structures by

means of extemal exciters. By such properties are characterized wide class of substances,

which possess liquid crystalline phases and can be easily operated by external exciters.

Many investigations were canied out to create photochromale liquid-crystalline
photochemically revenible systems combining ability of easy changing molecular and

supermolecular structures werc carded out.
Considering importance of photochromic and liquid-crystalline substances' it were

carried out a lot of siudies to obtain effective systems, especially optically active compounds',

causing forrnation of specific supermolecular systems. It was synthesized more than hundred

optically active compounds with definite geometrical characteistics.
In the framework of investigation of electric field influence on the systems

possessing both photochromic and liquid-crystalline properties, there were studied mixtures

of nematic liquid crystals (NLC) and photochrcmic spyrochromens. It was expected that

'By using these compounds it were caried out wide investigalions in the Liquid Cryslalls Optics deparlrnent of
the Institute ofcybemetic". 
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liquid-crystalline matix structurization would effect on kinetic characteristics of
photoinduced photochrom spontaneous bleaching, thereby leading to understanding field
influence on chemical (biochemical) processes proceeding mechanism,

Photoinduced coloured photochroms are known to undergo dark bleaching with
definite speed. Speed constant ofgiven spyrochromen depends on the solvent and temperature
t351.

The bleaching speed constant of spyrochromens dissolved in NLC is appeared to be
depended also upon the applied electric field. The speed constant increases by enlarging of
fie1d.

NLC possess high electdcal resistance. lntroduction of spyrochromens in NLC does
not effect on resistance but UV high photoinduction increases the conductivity of mixtures.
The value of electric curent depends upon dre concentration of coloured molecules. NLC
including diniffoderivative spyrcchromens (in which thermodynamical equilibrium is shifted
to the coloued form) mixtures, under iiradiation by visible rays with reducing the
concentration of coloured molecules increases the rcsistance.

It is necessary to note that local heating by electric current and also elecftochemical
destruction (which could contribute the increasing of bleach speed constant) are excluded in
present experiment conditions.

The influence of electric field (- tens ofkv) on indoline spyrochromens mixtures was
investigated [38]. On basis of expedmental data authors concluded that under UV light
photoinduction dimers and aglomerates are generated in mixtures. The falling out of A and B
ions from aglomerates takes place when applying the electric field. It was more likely falling
out of A ion, as on anode is precipitated coloured powder whereas cathode is remained
colourless. Electric conductivity of spyrochromen salts coloured mixtures and its dependence
on incident rays intensity were investigated [39].

The increase of electric conductivity when bleaching mixture by visible rays the
authors connect with formation ol mobile H* ion instead of less mobile spyrcchromen
cathion. Therefore electric conductivity ofcolourless form is less than coloured one.

The colourcd form of spyrochromen represents zwitte on, which dudng ionization
forms system with opposite chatges, as distinguished from ordinary ionogens. Thus "ion,'
with opposite charges on each side is joined by chemical bond. This system due to
compensated charge can not move in electric field. If ionradicals are formed in system,
naturally electroconductivity is increased. One can suppose that when discharging on
elecfode, the obtained excess of molecular energy contdbutes process B--+A and increasing
of rate constant effective meaning.

The following mechanism is not excluded; if on one end of the molecule is excess of
charge resulting from different ionization degree of both pafts of molecule, then zwitterion
molecule's coloued form moves. This assumption was bom out by experimental data.
Dinitroderivative spyrochrcmen's electroconductivity is higher than nitroderivative's one.
This is related with high polarity of nitroderivative spyrochromens.

Thus the variation of spyrochromen's bleaching rate is not related with NLC matrix
structural changes on applied electrical field. The increase of rate constant is not connected
with field effect, but is a result of electric current passing through the system.

The studied mixtures of NLC and sp)'rochromen behave like photoconductors: by
UV and visible rays it is possible to regulate the current intensity passing through the system.

Upon the photochrome processes abrupt changes of geometrical as well as elecffon
structue of molecules take place. By incorporation of photochrome matedal possessing also
themochrcme properties, into liquid crystal (LC) matrix with helical substructure, while
Aradiating and varying of temperature, the change ofhelical pitch was expected i.e. change of
LC system selective reflection spectlum.

With the aim of refining the colour-conhast characteristics of LC systems and
thermoindicator films, we intended to investigate the influence of different dopants
geometrical and electron peculiarity upon LC systems.
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Considering difficulty of finding out the role of photochromic compound molecules

two forms of whicli are able reciprocally to convert dudng the experiment, we begin to

examine the dopants with definite stable geometrical and electron characteristics'

In iniermediate states (blue phase, TGB phases) with phase transitions

isohope-+chiral-+smectic A and C (I-+Ch-tSrA and SmC) in chiral liquid-crystalline

systerns are known in certain conditions. This hansitional phases exhibit optical properlies

typical for helical structures.

In present work it was studied the influence of compounds synthesized by us -
derivatives of 1-menthol-tigogenin, spyrocompounds and so on, on cholesteric and

nematochiral systems near transition Ch-JSm On investigation of such systems (for example

mixture of cholesteriloleat, cholesterilpelargonate and mentioned above compounds of

dopants), on samples with thickness 100 pm' regime of cooling' at cefiain tempelature' we

obi.rved phase iransition, which was accompanied by short-wave shift of Bragg band

reflection ind noticeable increase (to l00Eo) of intensity The phase is temperature-sensrtlve

und 
"*irt. 

in nuoo* range (l-1,5"C) This new state we named as St (shange) phase [40-43]

The generation ofnew phase was confirmed by microcalorimetrical measurements too'- - ' Fo. r"cogni"ing compounds forming St phase it were studied mixtures of a series of

cholesterilalkanoats C"ir"*rioo Chol. n=l-9,11,13'17 with cholesteriloleat and different

;;pants. In investigated compositions the first five terms of cholesterilalkanoats did not form

St phase. ln choleJerilalkanoats with middle radical length (Cs-Cro) it was obsewed St phase

ior'mation. This phenomenon is related with the absence of smectic phase in the first five

terms of homological range cholesterilalkanoats and their mixtures with cholesteriloleate'

Cholesterilalkanoits with middle radical length side by side with cholestedc phase have also

smectic phase and theh mixtures with cholesteriloleates are smectogenic Therefore

,.""rog"iri y of matrix together with chirality is necessary but insufficient for St phase

forming." 
Alkanoats with radicals higher then Cro in spite of their smectogenity' in mentioned

above conditions do not generate Si phase Apparently it is due to great twist power of spiral

(i.e. shoft pitch) and high smectogenrty.
Atdition of nonsmectogen choleste lchlodd with right spiral to smectogenlc

cholesterics with left spiral can cause the leduction of smectogenity and weakening of twist

power (i.e. increasing of pitch). The result appeared positive: by adding 10-157' of

;holesterilchlorid in the mixture of cholesterilalkanoats with radical > Clo, cholesteriloleate

and 0.25-37o of l-menthol derivatives, formation of St phase was obseNed in certain

conditions.
The systems studied by us contain bent and volume molecules [44] Bent molecule is

cholesteriloleate, radical ofwhich has cis-configuration. To show up the role ofbent fragment

in the formation of St phase, choleste ne estei of elaidin acid was synthesized The elaidin

u"iJ tCrffr,COOffl isirans isomer of olein acid and by Seometry is near to stearin acid lt
*", !-i,*ila that by substitution of cholesteriloleate for cholestedlelaidinate mentioned

above mixture would lose the property of St phase formation Howevel St phase was fomed

in th",ni*tu.", with cholesterilel;idinate, th;ugh to find it out appeared to be complicated'

Consequently for St phase generation it is enough even slight shift (due.to double bond) of

elaidine acid radical fragments to each other (0,032 nm). It has been confirmed by following:

in the same conditions the substitution of choleste lelaidinate by cholesterilstearate prevents

St phase formation. The generation of St phase prevented also, by adding mentioned above

miitures rigid linear molecules such as alkilcianbifenile'- 
fJr firll presentation the role of bent molecule on St phase genemtion' cholesterin

ester of linol acid;as synthesized. The linol acid Cr?HTTCOOH includes ir position 9-12 two

Jouble bonds and has cis-cis configuration. St phase formation was observed in mixtures of

cholesterillinoleates with other cholesterilalkanoats without bulky molecule dopants

nrialntfl 
"ftof..t".iflinoleate 

molecules due to double bent cause so strong geometrical

disturbance in LC system that it is no necessary ofpresence of bulky molecule'
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The molecules of unsaturated fat acid have cis-corfiguration and therefore, bent
form. The molecules of l-menthol derivatives include terpen fragment, situated in two plans.
In the spyrocompounds the fragments are perpendicular to each other. Alongside with steroid
skeleton the molecules of tigogenin derivatives include spiran fragment, therefore molecules
of all obseNed dopants have bulky shape. The presence of bent and bulky molecules or
fragments in mixtures cause thei geometrical incompatibility, consequently, plobably elastic
bend constant decreases. Whereby arise conditions for generation St phase. It is necessary to
note that bulky molecules compounds rnight be either optically active or not active.

The generation ofst phase we obseffed also in nemato-chiral composition: mat x-p-
butoxybenziliden-p-butylanilin (BBBA), dopants - synthesized esters of tigogenin' [43,44].

On account of experimental data, we propose that in cholestedc and nematochiral
mixtures for generation of St phase it is necessary: chirality, smectogenity and geometrical
incompatibility of mixture components, also to be apt to formation oftilt structure.

In region ofcooling, at ceftain temperaturc (T) and wavelength (l) which depends on
concentration of dopants, d^ldT changes the sign which points to beginning of St phase
formation. The run of process we obse ed in transmission and reflection regimes. St phase,
as well as TGB phases, is formed on the boundary of the hansition Ch-Sm. As distinguished
from TGB phases, the system in St phase reflects light of any polarization while normal
incidence. In case of reflection circularly polarized light, the sign of polarization direction
changes, while incidence of linear pola zed ray initial polarization is retained. The difference
between the intensity of left and right hand circular polarized reflected light decreases and
tends to zero, on formation of St phase. Thereforg the system in St phase rcflects left and .ight
hand polarized identically. Ifjust over the cell with sample is placed linear poladzer, the axis
of which coincides with the line of ray sound polarization, then on transition the system into
St phase the reflected intensity significantly increases in compadson with Ch phase, that is
polarization lines coincide.

In case of left-hand polarized light incident on system in Ch phase (left helix), the
reflected light will be also polarized on left- hand circular. Accordingly the same poladzer,
giving circular polarization of incident light, will transmit the reflected light. The pola zer in
fact gives the coding operation with the incident light. With forming the St phase, in the same
conditions, intensity of the reflected light band decreases to zero, that is when reflecting from
St phase system the reversion of code occurs, due to the polarizer, which se es as analizer,
blocks the reflected light., Thus specffal and polarizational investigations indicate the generation of new phase
with properties inherent for multilayer system. It makes some difficulty in explaining the
nature of new phase in framework ofhelical sfuctures.

In spite of evidently likeness of St phase optical properties with variable reflectiol
index systems, we propose that we have concerned with unusual helical structure. This
proposal is based on structure preceding St phase and rate direction of shift of Bragg
reflection band maximum in cooling regime. On achieving cenain temperature Tsr (Ch-+St
transition temperature) at isothermal conditions, it begins gradual spontaneous forming of St
phase, which is followed by shift and dse of Bragg reflecting band intensity. The formation of
St phase is completed in 8-10 minutes. St phase is temperature-sensing. Lowering the
temperature Bragg reflection band initially shifts to long-wave region (dvdT<o) then to
short-wave region {dI/dT>O1.

As a result of equilibrium state the band maximum appears to be shifted to short-
wave region. Thus as distinguished from cholesterics d.tr"/dT>0 in St phase. The kinetic of
process shows double influence of tempemture on system, which is exhibited in, divided on
time long-wave and short-wave Bragg reflection band shift. Red shift occurs nearly three
times faster than blue one. The slow process is more effective and in consequence
approaching the equilibrium the band appeaN to be shifted to blue region.

" Later simitarphase was observed in other nematochiral mixture with tigigenin caprate[4s].
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According to generally accepted prcsentation of the Gennes [46] in smectogenic

cholesterics field generated by smectic clustels near phase transition Ch-+Sm, causes helical
pitch increasing. Analogous phenomenon observed in systems with positive dielectrical
anisotropy when applied electric field perpendicular to helical axis, is explained in the

framework of de Gennes and Mayer[47]. As Mayer has shown the application of electric field
which is parallel to the helical axis can cause conical deformation [48] The process is

accompanied by shift of Bmgg reflection band to short-wave region (blue shift). It is possible

when elastic bend constant is far less then elastic twist constant K3<Kz. (As a rule, KPKr in
liquid-crystalline systems).

We assumed that on drawing near transition Ch-)Sm, elastic constant temperatue

dependence is not same and at certain conditions Kr<Kz. It is necessary the existence of
components (bent and bulky molecules [49]) favoring decreasing Ki/K2 ratio in system for
this.

The whole complex of mentioned above considerations and facts enable us to
suggest that conically deformed system may be generated by means of intemal field. This

state is not a change of texturc but a new phase with palticular optical properties not typical
for helical systems.

Studying the behavior of system at different angles of incidence of light on the cell

shows that Bragg reflection is of first order. Molecular arangement in St phase can be

represented as smectolike double spiral which is generated by molecules tilted to plain which
is normal to spiral axis, at the same angle but in different directions forming the conic

structule.
On account of experimental data and generally accepted prcsentation we p.opose that

near Ch-+Sm phase transition when Kr<K:, smectic field at the same time together with
untwisting of spiral can cause conical deformation. As a result St phase is generated with
unusual for helical structure high coefficient of Bragg reflection at any angle of light
incidence and anomalous for helical structure polarizational properties
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The darc rcaction kinetic curves of film. Layer thickness-8o pm,
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The temperature dependence of Bragg reflection bands co[esponding to St phase ] formation
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Fis,3
The poladzation chamcteristics of Ch phase (a) and (b); St phase - (c) and (d).

Fig,4
The time dependence of Bragg reflection band conesponding to St phase:

(1) t =26,5oC1 (2) t =26oC rr=95 sec; (3) t =260C '12=775 sec mixture
cholesteriloleate-cholesterilpelargonate 1,8:l (mass):3,57" l-mentil-p-ethoxy-cinnamate
dooanl).
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abstract
In the optically conlrolled condensed matte! systems departmenl of the Institute of

Cybemetics of the Georgian Academy of Sciences tbe exiensive investigation of chiral

liquid crystal systems are carried out since 1972. Mostly optical and electrooplical
propenies of low molar mass calamatic thermoropic chiral liquid crysials were studied We
would like to propose a review paper devoted to this problem, paying a sp€cial attention to
the results obtained in this department.

In chapter I we consider general optical properties of cholesterics: orientational
order parameter and refractive indices; induced circular dickoism and supFession of the

absorption.- In chapter 2 we consider temperature dependence of lhe pilch in induced

cholesteric liquid crystals. In chapter 3 we present the optical properties of chiral smectic C
liquid crystals. In subsequent sections of chapter 4 we present electrooptic effects in
cholesterics: colour change effect in cholesterics with initial planar orientationi bistability in
cholesterics; amorphous cholesierics with medium chirality. And in tbe last 5'chapter we
consider two pretransitionsal TGB and Blue phases.

l.Orientational order parameter and refractive indices; induced circular
dichroism and suppression of the absorption in cholesterics
Liqid crystals possess polymorphism: they exhibit two major classes- nematics and

smectics [1-3]. The liquid crystals may be subdivided into thermohopic and lyotropic.
Thermoffopic chiral liquid crystals can be monomeric or polymeric. If liquid crystals formed

by elongated molecules, they called as a calamatic one and for disklike molecules as discotic
liquid crysrals. accordingly.

Monomeric thermohopic chiral liquid crystals can be cholesterics and chiral smectic

C. The cholesteric phase appears in nematogenic liquidcrystalline compounds which consist

of molecules without mirror symmetry (chiral rnolecules). Typical representatives of these

compounds are derivatives of cholesterol. Thus, chiral nematic liquid crystals are genemlly

called cholesteric liquid crystals, although the name chiral nematic is more corect. The

cholesteric structure occurs not only in pure chiral compounds, but also in mixtures of achiral

nematics with optically active (chiral) mesogenic or nonmesogenic dopants (induced

cholesteric systems) [4-9].
We can consider the cholestedc structue as a special case of a nematic saucture when

the director n describes a helix. A nematic LC with a uniform alignment of the director n

behaves like a uniaxial crystal with positive optical anisotropy n. > no (where n" = qL is the

refraction index for the extraordinary beam and no= nr L is the refraction index for the ordinary

beam). The optical anisotropy in CLC is negative, i. e. noh > neh, where neh= qh and noh = n1I'

are the refractive indices for the extraordinary and the ordinary beams, respectively. The index
h indicates that the macroscopic optical axis coresponds to the direction of the pitch axis. If
the local nematic refractive indices are given by n'" and n'o , the average refractive indices

with respect to the helix axis h can be written as: neh=n'o , noh=(n'"2+n'])^.
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Precise measurements of the refractive indices of racemic (nematic) and the optically
active (cholesteric) form of the p-methoxybenzilidene - (p' - isopentacil) amyl show, that the
refractive indices fulfill this theoretical expectation within experimental enor (t .0005)

[11,12] (Fig. 1a and lb).
The same results for another matedals have been obtained by Pelzl [13]. The optical

anisohopy of the LC phase is determined by the anisotropy of the polarizability of the
molecules and by the degree of thefu order which is described by the order parameter S. The
obtained results indicate that the orientational order pa(ameter S in a layer of a CLC is the
essentially the same as in the nematic phase occudng in the coresponding racemic mixture.

In va ous cholestedc systems, the period of the supermolecular sffucture (helical
pitch) takes values in a wide range (from 0.1 pm to several hundrcd pm). For short pitch,
when the wavelength of light ), and P are comparable, a selective rcflection in the visible
range can be observed. If the light p{opagates parallel to the helical axis of the planar
cholesteric texture, according to the Bragg's law the maximum of the selective reflection is
observed at l,s = P * n, where n is a mean refractive index. For oblique light incidence, the

Bragg wavelength is given by lB = P x n * cos (p, where Q is the incidence angle.
Dircct obseNation of eigen waves dispersion law was observed in cholesteics. The

refractive indices for the.ight and left polirized light - nR and nL in cholesteric phase of 4-p-
hexyloxyphenyl ester of 4' (2"- methylbuthyl) biphenyl 4-cafboxylic acid (CE-3, Merck) was

measured by goniometer using the wedge method t14,151 (Fig.2).
The suggest method for determining local refractive indices according to the

measuements ofeigen wave refraction has a number of advantages.
If a small amount of dye, possessing linear dichroic absorption, is dissolved in a CLC,

the helical arangement transforms the linear dichroism into a circular one. The induced
circular dichroism is given by D = (Ir - I,) /( Ir + I. ), where Ir and I. are the light transmission
coefficients for left-handed and right-handed circularly poladzed light, respectively. Several

authors studied Induced circular dichroism [16-21]. It was investigated even for a dye
possessing simultaneously both positive and negative dichoism [21]. With the sign jnversion

ofthe linear dichroism, the sign ofcircular dichroism is changed, as well.
The data given in [16-21] were obtained ior structures where the pitch was greater

than the absolption wavelength of the dye. However, the absorption is suppressed when the
wavelengths of absor?tion and selective reflection coincide. Since the arrangement of the
molecules is helical, the absorption of light with the diffracted polarization undergoes an

abrupt change near the rcgion of selective reflection. On the short wavelength side of Bragg
reflection, the electric vector is perpendicular to the long axis of the molecules, i. e. to the

absorbing effective oscillators in dyes with positive dichroism. As mentioned in [17], this
elfect is analogous in many respects to the anomalous absorption of x-rays (Borrmann effect)
that occurs as a result of difftaction in ordinary crystals. Some measurements and the

conesponding theoretical works [22-25] show a quantitative agreement between the theory
a^,-l rha aw^arinanr tl<l

When the pitch of the cholesteric LC is larger than the wavelength of the visible light
and il the linear birefringence is also large, it is possible to obseNe the forward diffraction

[26]. For a cholesteric layer between crossed polaroids, the presence of forward scattering is
manifested in the form of selective dependence of the ftansmission coefficients on the
wavelength of light. Expedmental studies on a well planar oriented CLC with certain
parameters confirm the forward diffraction effect [27].

2,Temperature dependence of the pitch in induced cholesteric liquid crystals
The helix pitch is very sensitive to extemal influences, and in particular it may

strongly depend on the temperatwe. The property of cholestedc liquid crystals to change the
reflected color with temperature (due to the temperature dependence ofthe pitch) is known for
a long time, and CLC are successfully used as a themochromic material, The practical
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importance of the application of thermooptical effect of cholestedcs is extensive: medical
diagnostics, nondesfuctive testing, temperature indicators, various detecto$, and even in
jewelry [28]. A number of new chemically stable thermochromic nematic-chiral mixtures
proposed [29-31].

The temperature dependence of the pitch is an advantage for thermometric
applications, but it can be a major problem for the use of cholesteric liquid crystals as an

electrooptic material. In the latter case, it is necessary to obtain mixtures with operating
voltages, which is independent on the temperature. For this pulpose, systems with designed

pitch{emperature dependence P (T) are needed.

The temperature dependence of the helix pitch in induced cholesteric phases is quite

complex and so far not completely understood. A comprehensive theory of the temperature

dependence of helical pitch is yet to be developed. The statistical model for the temperature

dependence of the pitch in induced cholesteric liquid crystals was prcposed in [32].
Induced cholesteric mesophases formed by nematic liquid crystals (NLC) with

optically active dopants (oAD) exhibit, as a rule, a weak increase of helical pitch P with
temperature [33]. For nematic-cholesteric ester mixtutes, the slope of the P (T) curye is also

very small. Significant negative values of dP/dT are obtained only with large amounts (>
4070) of cholesteric esters forming the smectic-A mesophase [34]. If smectogenic substance is

used as a nematic host, the typical picture of pretransitional phenomena is observed [35- 38]

in a complete analogy with cholesterol esters forming the smectic-A mesophase. The

divergence of the helical pitch near the cholestedc-smectic A phase transition theoretically
was considered by de Gennes as an analogy between superconductors and smectic A [39].

However, as will be shown lower, the main problem for investigator is the obtaining of
chiral induced mixture for electrooptic application with designed pitch-temperature

dependency dP/dT. Five ways of the themostabilization of the theshold electric field are

discussed in [40].
The first reentrant cholesteric mixture was observed in [41]. The mixtures exhibit a

low temperature reentrant cholesteric phase, near room temperature, for which the pitch
variation against temperature is opposite to classical systems. This property, from a practical

point of view, stimulates the fabrication of liquidcrystalline thermoindicators giving blue light
reflection at low temperature and red one at high temperature.

3. Chiral smectic C liquid crystalline phase
Chiral smectic C phases exhibit analogous optical properties to cholesterics [22]. The

experimental investigations of optical properties of chiral smectic C phase had been

unavailable because appropriate samples don't existed. The Bragg diffraction for normal and

oblique incident of light in chiral smectic C liquid crystal (CE3, BDH) was observed for the

first time and investigated. 142-461. ln Fig.3 the temperature dependence of the maximum
wavelength of Bragg reflection 0,") for normal incidence of light in CE-3 for smectic C* and

cholesteric phases is shown.
For the determination of the dielectric tensor of a chiral smectic C liquid crystal (CE3)

in [47,48] carried out calculations of the principal values t1,t2,e3 of the dielectdc tensor, the

pitch P and director tilt angle 0. These values was calculated from the experimentally
determined values: noc ,n"" ordinary and extraordinary indices of uniaxial chiral smectic C
liquid crystal; nR, nL refractive indices for the right and the left polarized light, respectively,

and the maximum wavelength ofBragg reflection ),8 (Fig.4).

The two component mixture which consists of the achiral liquid crystal 4,4 -
diheptyloxyazoxybenzene (HOAB) and the optically active dopant 2,5 - bis - [4 - (2 -
chloropentanoyloxy) - phenyll - pyrimidine (OAD) t49l was studied, Mixtures with
concenftations of4070 - 60% OAD exhibit wide temperaturc ranges of chiral smectic C phase.
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Using oblique incident light both second-order and ftrst-order Bragg reflections

[4,22,50] and resulting minima in the transmission spectrum for the wavelength lo, satisfying

the Bragg condition, occur:
m),0=2Rncostp (l)

where m - is the diffraction order, Q - is the angle of incidence, n - is the mean refractive index

ofmedium and R - is the period which for chiral smectic C liquid crystal is equal to full pitch.

Experimental measurements of second and first order diffraction for oblique incidence light

allowed calculating an extremely small value of pitch of 0.145 pm [5]'52]
From data of tr6 os the both diffraction order the pitch was calculated, taking for n the

value equal to 1.55. The pitch decreases strongly with decreasing temperature as shown in
figure 6. The small difference between the pitch values calculated for first and second ordet

diffraction becoming evident at 74'C might be due to neglecting of refractive index

dispersion.
Additionally to the short pitch the investigated mixture shows high values of the

spontaneous polarization up to Ps = 400 nC /cm'and might be therefore of interest fol
application e.g. in deformed helix fenoelectric (DHF) effect [50,53].

Several theoretical studies of oblique reflection from helical phases have been made,

paiticularly in [54-61] and there is a good agreement between nume cal calculations and

experimental results.
Electrooptics of chiral smectic C liquid crystals, mostly of ferroelectric S*c, are

reviewed in [50]. The temperature and concentration dependencies of pitch in chiral induced

smectics, dielectric properties, spatial light modulators in structure of type metal-insulator -

semiconductor- S*c LC were studied (see References 51,83, 84; 60'61; 148 in 1501.

4. Electrooptic effects in cholesterics
Several q?es of elecfooptic effects have been observed in cholesteric LCs

depending on surface teatment (boundary conditions), helical pitch P, thickness to pitch

ratio d/P, dielect c anisotopy Ae and the frequency of the applied field, droplet size and

different anchoring conditions in case of polymer-dispened liquid crystal (PDLC) films [1-
41. These effects arc caused by texturc changes. Thus, many influences lead to a variety of
electrooptic effects in cholesteric LCs, prcmising as materials for new generations of display

devices.
Cholesteric liquid crystals with negative dielectric anisotropy Ae < 0 show a dynamic

scattering for electric fields with low frequency [62]. A hansparent field-off state can be

obtained by preparing a planar texture. The electric field induces hydrodynamic instabilities,

which cause a diffuse scattering appearance. Under appropriate conditions, the scattenng state

is maintained after removal of the field, thereby providing an optical memory effect ("storage

mode"). The stored scattering state can be erased by the application of a high frequency

electric field, which reorganizes the planar structure. The hypothesis that this effect is

connected with the transition of a confocal textule to a planar texture was firstly expressed in

[63]. Experiments show that the erasure frequency is inverse proportional to the dielect c

relaxation time [64].

4.1.Colour change effect in cholesterics with initial planar orientation
In CLC with positive dielectric anisotropy, an electric held-induced cholesteric-

nematic phase transition was theoretically predicted [65,66] alld experimentally observed

[67,68]. If the electric field E is applied perpendicular to the helix axis h of a cholesteric LC,

the helix unwinds. At sufficiently high field strength, the homeofiopic nematic structure is

stabilized. The cdtical field strength E = EcN depends on the zero-field pitch Po, the dielectric

anisotropy Ae, and the twist elastic constant K22.

EcN= (; / pd (K2, / €aae) 
tD , (2)

121



where €o is the vacuum permitivity
If the electric field is applied parallel to the helix, the situation is more complicated.

For short pitch, a shift of the reflection peak to shofier wavelengths (blue shift) can be
obseNed [69-72]. It was assumed that above a threshold field, a conical deformation of the
planar texture leads to a confaction of the pitch, and thus i'B is shifted to shorter wavelength
[72]. However, it could be shown that the blue shift of the selective reflection results from a
periodic distortion of the texture, rather than from a pitch contraction [66]. Using tle
continuum theory, a field induced pitch gradient in the cholesteric LC cell has been proposed

[73]. The latter effect would result in a shorter pitch, which.provides an altemative
explanation for the field-induced wavelength shift.

The detail study of this effect was made in [74,75]. For increasing voltage, a sequence
of structures (planar - quasiplanar - confocal - homeo[opic) can be observed in cholesterics
with positive As. During the planar - quasiplanar transition that begins at the thrcshold field
E1H (see Figure 7) the color of the samples is changed to shorter wavelengths. The
characteristics of this tansition depend on the initial pitch atd the st.ength of the applied
electric field. If the electric field is switched off, the sample retums to the planar state. Was
observed that the samples with shorter initial pitch are more stable against the field-induced
transfomation into the confocal texture. For the initial pitch in the green region, the
displacement ofl"s to the direction of shorter wavelengths is much greater than for the case of
Po in the red region (see Figure 8). However, this effect depends on the duration of the
application of the electric field. After some seconds the structure is deformed.

Experiments on dual frequency addressable mixtures with a low crossover fiequency
Iead to new conclusions on the origin of blue shift. It was shown that both a blue shift and a
red shift occul in the same system. These two processes have different relaxation times. A
reversible color change can be realized by the switching between the low and the high
frequency, especially in the more stable systems with the shorter pitch. . As shown in Figure
9, a higher ftequency preserves the planar state with the initial pitch because of the negative
sign of Ae. For lower frequencies the Bragg wavelength is shifted. This is also shown in
Figure 6 for the transmission mode. The value of the shift is again higher in the dual
ftequency addressable samples with shofter pitch.

500 600/l'/nm

Figure 9. Reflection spectra of VGU 6/ChO-ChP; d = 5 pm; left part: unipolar impulses,Po:
without applied voltage, Pr: f= 200 Hz, V = 40V, and Ps: f= 36 kHz,
V = 60 V; right part: altemating application oflow and high frequencies, Po: without
applied voltage, PL: f= 200 Hz, V = 80 V,and Pg: f= 115 kHz, V = 150 V.
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Figure 10. T€nsmission spectra of VCU 6/ChO-ChP for low and high frequency.

The study of the dynamic process (altemating application of low and high frequency
fields) gives a more detailed picture. During the application of the low frequency field, l,B is
shifted to shorter wavelengths. After the switching from low to high frequency, the reflection
pgak is displaced from this short-wave position into a long-wave position as shown in Figure
10. This position corresponds to a pitch that is geater than Po. The initial pitch is restored by a
longer applicalion of the high frequency.

These obseryations can be discussed assuming an inclined planar structue with
increased (slightly unwound) pitch in the low frequency field. A slight distortion of the helix
takes place because of the widening of the spectrum in this case. Till now, the blue shift was
explained by the inclination of the helical sffucture only. In our investigations, the removal of
the inclination is a fast process because of the application of the high frequency field. The
increase of the pitch (P > Pq) observed additionally is, probably, not induced by the high
frequency field because this field stabilizes the initial stlucture. Therefore, the pitch should be
increased during the application of the low frequency. At the switching to the high frequency
lleld the planar structure is restored, but the increased pitch remains for some time. Only after
a second relaxation the pitch takes its initial value. For switching off the low frequency field,
without the application of the second field, the increase of the pitch has, probably, not been
obseryed because here the removal ofthe inclination is also a slow process.

4.2 Bistability in cholesterics
For normal (homeotropic) surface orientation, a bistability effect app-ears, i. e. the

intensity-versus-voltage cu e shows a large hystercsis [76]. As a matter of fact, the
occurrence of a bistability is possible in all cases of surface teatment (including non-treated,
non-rubbed cells), provided that the cell thickness d of the cholesteric sample is comparable to
the helical pitch P [4,?7].

The appearance of certain textues depends on the boundary conditions, the value of
the pitch, the thickness-to-pitch ratio, and the regime ofthe applied voltage. A deformed spiral
supe$tructure, the so-called sffain (scroll) texture, is organized under certain conditions
[77,78]. Various pitch-thickness mtios have been investigated [79,80]. A CLC doped with
dyes can even show a tri-stability effect ifthe pitch is large [81].

The expression (3) for EcN was calculated for infinitely thick films without taking into
account the boundary conditions. However, the cholesteric to nematic phase bansition was
investigated for different thickness [82,83]. The influence of the surface orientation was taken
into account [83] by introducing a surface free energy per unit area F that leads to the
following expression for VcN

vcN=6rf d Kr/P; €4At t 8Fd/entt)t/'1,
The anchoring energyhas a remarkable influence on VsN [84-86]. The bi-stabitity behavior of

\ \'- '7
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the cholestedc-nematic hansition was investigated for different treatrnents of the urface [87].
Additionally, the rubbing stength was conrrolled. The largest value ofthe hysteresis width
was obtained when both sides were unrubbed.

The bi-stability discovered in [76] was also used for practical applications. The strain
texture, which possesses the effect of storage, was applied in image converters [88]. A color
projection display has been developed basing on the bistability of the cholesteric -nematic
phase transition [89,90].

4.3 Electric lield controlled textures
Another applications of the cholestedc nematic phase heansition was discovered in

[91,75] : for pitch P = 0.3 ltm + 3pm, cholesteric LC and cholesteric PDLC in applied field E,
in the inteNal between unwinding field E61 and a lower c tical field EFc, diffractive grating
texture arises. This texture was named as a "new texture". Was shown the possibilities a
voltage conffolled color shift and a laser beam deflection (up to 30. for He-Ne laser). Was
noted that the arrangement of helicoidal structure with the helical axis parallel to the surfaces
is a result of the specific balance between the influence of the electric field and the twisting
forces. The principle arrangement for the investigation of the spectral charactedstics and some
results are given in Figures 12-15.

Figure 12. Experinentai anangemenr for the invesrigation of the light scanering; I - angte of incidence, e -

4DSmru
l./ rm

S60ru
1/rm

Figure 13, Dependence of the color on rhe observation angle and the applied voltage; mixrure MLC
6023/581l,d=5/rm,e=40"; lef!part:0 is 15" for rhe lefr curve and is increased in 5" steps, V = 15 V;right
part: V is 20 V for the dght curve and is decreased in steps of 2 V. 0 = 40".
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Figure 14. Dependelce'ofcolor on the appliedvoltago;.mixtwe.E7ls811; q = 40', 0 = 20",
P: 1.1 pm; left part:,increashg voltage, right,part: decreasing voltage.
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the developirent of optical cornmunications' data storase devices

and holograPhY were discussed

4.4 Electrooptics of amorpbous cholesterics with medium chirality.

Cfor" ,o m" firugg *uveler€th l'8, a cholesteric liquid crystal.behaves "pure" ptically

u"riu", i". ii .rro*. no iie. blr"f.ing"n1". The rotation angle g ofthe polarization plane of

normrllr incident light is gir en b5 equation (4) Lq5ll',;:';;;;;:;:;"t:i;;i,?t. it irt I tr t _ ii.t, (4)

vilsrc n - rvn's.
This case is denoted as a cholesteric liquid crystal with medium chirality (pitch)

81,96-991. According to expression (2) for the cirolesteric-nematic tansition' a low conkol

i,"ii"""-.ir o" 
"rrt"rtio 

fo. a tu,g" tpi*ipitch However' the Mauguin region is approached

;';:;#in;. ilt. it 
""iol.t 

tv 
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i*tlase of the optiial anisotropv (linear birefrinsence)

;; i;;-;";;". i" auoid uncont'ollJ deformatiors of the pitch caused by the cell walls

i"fi"i *d. 
""** 

[77,78]; the condition P > d must be satisfied' Estimating the influ€rce

;i;;;;i;;i;i;.."; ,t"a. tt" vuuguinls region' the general conditions for the opticallv

active sbucture are )' > An P / 2 and P > d [97]'
Most frequently, a planar onentation ;f CLC is obtained by-the rubbing technique'

H"**;;;;;il;;.tJa *l t porvurnia" i*ithout rubbing)' a new choleste c state' called
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"amorphous" cholesteric structure, is fomed [31,96-98]. The surface, covered by polyamide,
odents the molecules parallel to the surface, but without any preferable direction in the
surface plane. Thus, a sructure with random orientation of liquid crystal molecules and a
helical axis oriented normal to the surfaces is obtained (Fig. 16).

All pans of the amorphous cholesteric structue with medium chirality rotate the
polarization plane by the same angle. The whole structute can be considered as optically
active. In this case, the angle of rotation is independent of the direction of the polarization
plane of the incident light. This is the basic property used for electrooptic application of the
amorphous cholesteric structure with medium chirality. Charactedstic features of this effect
are: 1) low demands on the surface conditions (non-rubbed cell),2) an ability to function in
any position between crossed poladzers, 3) wide and uniform viewing angle, 4) rise times less
tlan 10 ms and the decay times of 12- 20 ms. The elechooptic effect was also studied in
polymer dispersed liquid crystal (PDLC) films [99]. With respect to non-chiral nemaric PDLC
fllms, tle transmission is lower, but the angular dependence is improved.

5, TGB and Blue phases
The chiral induced liquid crystal systems for compositions with different phase

sequences have been subject of extensive experimental investigations in last years. Influence
of chirality and pretransitional phenomena on frustrated and incommensurate systems leads to
observation exotic structurcs with unusual properties. Them belongs complex ,,defect', phases:
Blue Phases (BP) and Twist crain Boundary (TGB) Phases.

BP can occur between cholesteric and isotropic phase. The theory of the sfiucture and
symmetry properties of BP was developed within the frameworkof the Landau phase
transitios theory and predicted the existence the intermediate phases[100-105]. Theoretical
and experimental results show that cholesteric liquid crystals of short pitch can form up to
three distinct blue phases. In order ofincreasing of temperature they are named Bpl, BPII and
BPIII. BPI and BPII have respectively body centered cubic and simple cubic symmetry. BPIII
is characterized by a disordred (amorphous) sftucture. The disordered Bp III phase provides
the formation ofbroad Bragg peaks and , therefore, is often called the fog phase.

A wide temperature blue phase and a new- BPS were discovered in induced chiral LC
systems [106-108].Usually in BPI and BPII rhe peak of selective reflection (Bragg
wavelength-l,B) decreases with increase of temperature or it is temperature independent.
Recently the positive temperature dependence of l,B was observed by. This unusual
temperature dependence was also observed in BPS. It was shown that boundary conditions
and smectic fluctuations play a decisive role in the formation ofBpS.

Unusual phase diagram according to order BP phase sequences was obse ed in
induced chiral systems wjth increasing of concentration of chiral dopant before and after
obserying BPI phase wide scattering blue dhases named by us as a BPAI BpA, U09-1111. The
Iight scattering spectrum of the phases looks like thar observed in BPIII.

The influence of several factors (chirality, pretransitional phenomena, boundary
conditions, electric field) on characteistics of BP in nemato-chiral mixtures, both
cyanobiphenyls, were studied [112,113]. Characte stic features with increasing of chi.ality
are the following: Blue phases from room temperaturc down to 0"C were detected.. With
increasing of concenftation of chiral component, together with BpI, BPII, BpIII, the
supercooled phase BPS and the reentrant BP II, were obseNed (Fig.17)

It is well-known that the application of of an electric field produces a versatile effect
of BP [114-116].The influence of an electric field on rhe BPs is mainly connected with rhe
distortions of the cubic lattice and as a result with a shift of the Bragg peaks. Figure 18
shows the dependence of i,e on the electric field E (V/pm) for BP I, BP Il and Bp S. Electric
field influences more strongly on BPII: a reversible shift of Bngg wavelength up to 80 nm
were obtained.Such a shift was also reported in [117], but in our case, the shift was reversible.
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Fig.18. L venus E for ihe mixturecontaining50wt.90ofCBl5and50wt%ofzhKS0T.Notation:(-)is
BP S ar I7.80 "C. ( ' ) is BP ll ar 1q.40 "C,, (l) is BP I ar 18.80 "C

The detailed studies of BP II showsed that the behaviour of i,0 in applied electric field
is tempemture depbendent and rather complicated. The measurements made far from the

hansition point to BP I showed the red shift (seetr ftom Figs. 12 and l3).

Fig.19. ).n versus E for the mixture containing 49.5 wt.70 ofcBl5 and505 wt% of ZhK 80? Notation:(')
is BP II at 21.10 'C. (  V) is BP II at 19.85 'C. In the field ofthe zerow-fiel4 ]a = 538 nn is independent of
tempentutre.

With anapproach to the temperature of BP I fonnation, the reversible BP II+BP I
transition is observed at the electric field E = 2Vlpm (Figure 19). At E > 4V pm, the

reversible BP II+ nematic phase transition is observed within the whole temperatue range

ofBP II existence. Thus, the blue phases behave differently in electric fields and some effects

are promising in application.
The another possibilities of application is the elaboration and investigation of thennal

imaging elements by use of phase transition between two blue phases and thermooptical
properties of this phases [l 18]. This means the creation of a visualizer with threshold contrast-

temperature characteristics, which reduces the rcquirements to the thermostabilzation and

-E 530
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allows regulating the sensitivity of the device. A new BP and wide temperature BP could be
used which were discovered in induced chiral LC systems u10,l1ll.

TGB phase is another kind of frustrated phase de ved from chiral molecules. In spirit
of de Gennes theory, near the phase transitiol from the cholesteric to smectic A phase, an
intermediate phase, called TGB phase, was predicted in [119]. Later this merhod was
extended onto a region of the phase diagramwhere the choolesteric, smectic A and smectic C*
phases met in the NAC* point, and existence another phase , TGB C*, was predicted [20].
Both predicted phases have been discovered experimentally [l21,122].

Mixed induced TGB phases were also observed in binary liquid crystalline
systems [123,124]. TGB phase was observed also in 1125,126,1111, when for chiral induced
systems nonmesomorphic chiral dopant [38] was used. In this case the pretransitional phase
was obseNed in three component chiral systems, consisted of two nematogenic liquid
crystals with different phase sequences (one with smectic A and another with smectic C) and
optically actjve nonmesomorphic dopant. An anomalous selective reflection neat the
cholestedc-smectic A phase transition was observed. [125]. Calorimetric and X-ray
investigations pointed that existence of a TGB phase [126]. The same effect was obseved in
two component systems [l11]. Besides of anomalous selective reflection, the texture, pitch
dependence on temperature and behaviou in electric iield obrained in 1125,126,1lll
pretransitional phase differed with this one in conventional TGB phase.

In conclusion, observed electrooptic effects in chiral systems arc very promising for
application, for creation new types of optical devices (filters, UV, Vis. and IR sensors,
displays). Chiral liquid crystals are an important material owing to the possibility of changing
their unique optical properties easily in extemal fields. Due to their versatile behavior, new
results and applications can be expected in the future.
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FIGURES

Fig.la. - Indices of refraction of racemic folm (nematic LC) : 1- n and 1' - n" for 436 nm; 2- n.
and 2' - n. for 546 nm; 3- n and 3' - n" for 577 nm; 4- n and 4' - n" for 690 nm.
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Fig.lb. - Indices of rcftactiotr of chiml form (cholesteric LC) : l- D. and 1' - no for 436 Dm; 2-

n and 2' - no for 546 nm; 3- & and 3' - no P{{ffdHi + n and 4' - no for 690 nn:
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Fig.2.Refractive indices of cholesteric phase of CE-3 for l"=436nm; .- measured

values, x- calculated values; ni2 = (2n12+ nt2) / 3; The local refractive indices - nt= ne, nf= no.
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Fig.3. The tempemtue dependence of the maximum wavelength of Blagg reflection

(xt for CE-3 in smectic C* (1) ard cholesteric phase (2).
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Fig,4. Temperature dependence of refractive indices and tilt angle of chiral smectic C

phase ofCE-3; o- i\i546nm; + 1=577nm.
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In figure 5 the dependence of wavelength (l,B) of first (l) and second (2) order diffraction on

tempemture for mixture of 50% OAD in HOAB for inclined angle q = 20o is shown.
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Figure 8. Reflection specta of ZLI-6023IS811; i"s in the red (right cuNes) and in the green

(left curves) wavelength region; d = 10 pm, unipolar impulses of 350 Hz.

Fig.ll. The intensity (I) dependence of transmitted light on the voltage (v) of applied electric

field. Mixture : 83.35 7o - 4-butyl-4'-methoxyazoxybenzene (BMAOB) + l4.1Va - p'-

cyanphenyl ester of p-buthylberEoic acid + 2% - cholesteryl caprate. t= 50'C, d= 10 pm, P=9

[m: nol-treated cell.
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Fig,16. Amorphous cholesteric struch-re
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Fig.17. Temperature dependence of fu fot rhe mixtue containing 53 wt. Va of CBLS md,47

wt.Vo of ZhK 807 during (a) heating and O) cooling. Notation : (+) is the cholesteric phase,

(-) is BP S, (') is BPtr, (l) is BP I.
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J'Sanikidze, S.OdenoY, R.Kokhreidze
Institute ef Cyb e metic s

Abstract
In spite of the fact that an investigation of superconductors

with high Tc plays one of the leading roles in modem physics and is

by its signifficance one of the most important directions in the solid
state physics, a high-temperature superconductivity mechanism has

not yet been revealed and established High{emperature
superconductors are already used in numb€r of applications. The
mnge of applications can be extended if cerain parameters of high-
lemperature superconductors will be improved This applies to the

critical cunent density, the first crilical field. 3nd the screening

properties; lt would also be desirable to increase the electrical
conductiviry. reduce the influence of lhermal fluctuations and creep oi
the magnetic flux, enhance mecbanical properties

l.Percolation conductivity of the superconducting composite ceramics
Physical propenies of the two-component superconducting ceramics have been

investigated in number of works [2-4]. The materials were the composites based on yttrium

superconducting systems to which different non-superconducting substances were added. Here

are studied the samples of ceramics with additions of silver, polystyrene, dielectric green

phase YzBaCuOs, etc. These substances consist of a system of superconducting grains

connected with metallic or dielecbic layer sand forming complex superconducting networks

In such systems the conductivity is ofa percolation type.

1.1 Percolation properties of a ceramics with silver inclusions [2]
Samples of YBa2Cu3O?-6 (6-0,15) ceramics were prepared by an original method

involving the nitrates. Silver was introduced in the form of a fine-grained oxide, which was

rcduced in the course of annealing.
The electrical resistivity was measured by the usual four-contact method. Magnetic

measurements were carried out employing liquid helium or nirogen and a vibrating coil

magnetometer in a weak homogenous field. Also an x-ray diffraction analysis was made,

which showed that silver was localized in the space between the grains and was not

incorporated into the crystal lattice of the high-temperature superconducting ceramics.

however, it was found that the celamics consisted of a single phase.

The resistivity measurements yielded the cuNes conesponding to the onset and

completion of the tansitiol. The onset of the transition deduced from the resistivity practically

coincided with the onset deduced from the magnetic susceptibility measurements.

@ Institute of Cybemetics
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Fig.1.1
The percolation theory applied to conduction between Ag inclusions gives the

following expressions for the electical resistivity:
p/po = (p-pJ ' tor p>p" (1. r .1)

p/po= (p" - p)' for p<p" (1.1.2)

Here, p is the volume content of silver, p" is the cdtical value of this content' and t
and s are the power indexes. In selecting pc preference should be given to that value which

ensure linear (i.e. powerlaw) depedences when plotted on a logarithmic scale (fig l.1); this

should be followed by determination of the indexes t and s Selecting the value in that

sequence, we obtain p" = 0.1910.02, t = 1.810.2, s = 08i-0.1. Within the limits of the

experimental error these values arc indentical with these calculated for an fcc lattice [5] or for

continual model of percolation [6] and are close to tle date obtained for the (YBa2Cu3O7 6)r

xAux system [7].

- 
1.2. Percolation properties of the superconducting composite ceramics

(YBazCu:Orr)r-x(Y:BaCuOs)x [8]
The percolation process, thefu regularity and influence must be takgn into account in

many cases of some theoretical and practical interest. Some physical properties of the

composite
(YBa2Cu3O7-s)r-x(Y2BaCuOs)x have been investigated, using Y2BaCuO5 ceramics (the green

phase) as a dielectric phase. We have studied the behavior of composite superconductors in ac

ind dc magnetic fields, changing the value of dc field from 0 up to 300 Oe, which was

sufficient for our pulpose.
As it is known, on the magnetic moment curve Mzrc (H) (the cooling in zero

magnetic field) there is a place, where to the magnetic moment of grains the weak links

moment M(H) is added. The latter moment increases with field, reaches the maximum value

and gradually decreases to zero The field' where Ml =0, was defined as the cdtical field Hc2r'

A little higher there is a non hysteresis region, where is possible to measure a differential

susceptibility Xd=)h (the imaginary part )k ' here is equal to zero) As it is known, by the use

of this val-re it is possible to measure with a sufficient accuracy the volume part of
superconducting phase by the following relation

xs]'=,4ix d=- rx' a (1.2.1)

The mass part of superconducting phase can be determined by the relation

. 'l

-z
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I,.=I*P'lp; (r.2.2)
where pt, pc are the theoretical and expedmental values of the ceramic density (the

theoretical values for both ceramics densities are almost the same).

-1n4!l ry

4,1

o,1,

1,0

2t.t ^/

10

ta

n

The obtained results arc given in Fig.l.2. The depedence of the real part of
susceptibility on dc magnetic field shows, that for I kHz ac field with an amplitude << Oe
there is a sharp decrease at the beginning with a gadual transition to a plateau. This can be
explained by diamagnetism supression of the weak links and by the constant diamagnetism of
Grains.

Fig.1.2-1.4 show that for H=0 there is a shar? decrease of I '(0) with the increase of
dielectric phase. The possible explanation is the following: the probability ofpercolation chain
forming is sharyly deecreasing with increase of this phase. The sample resistivity (Fig.1.5)
also increases strongly, which qualitatively agee with a theoretical percolation depedence. It
is necessary to note, that in reality there exist an additional phase in the initial sample, nearly
33Ea (Fig.l.3). So, as it can be seen, the content of superconducting phase in the sample is
(1712)70. As the critical cunent in the sample is very small (i" - l0'j"o), one can consider the
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v^he (1712)% is a rcal percolation limit, which is in a good agreement with the expected
value [6].

2, The Josephson junctions based on the composite high-temperature
superconductors [9]

We investigated the percolation processes in HTSC composites. It became evident
that such systems may have some Josephson-like properties and for their further improvement
it was necessary one ofthe components ofthe system to be ofhigh enough electric resistivity.
For this purpose the insulator Y2Ba2CuO5 was chosen.

/nt

Fio ? 1

The structure of the samples was the following (fig.2.1): between two I{TSC region
there was a layer, consisting of the composite YBa2Cu3O7-6 and Y2BaCuOJ. The experiments
on these samples showed that samples had a clear Josephson effect, when the HTSC
concenffation in the composite was near the edge of the percolation limit. In fig.2.2 the
dependence of the junction voltage on the magnetic flux crcated by a current in a smoll coil is
shown. The value ol the field was of the order of 10-'Gs. The dependence is fully repeating the
classial stationary Josephson effect:

-. lsinrO/O. I- | rolo. L'

where O is the magnetic flux in the junction and aDo is one quantum of the flux.
The non-stationary effect is given by the relation:

2eU=hv

(2.1)

(2.2)

Here 2e is electron pair charye, h is Plank constant, v - the frequency of the radiation
emitted by the junction, when the voltage is equal to U. In fig.2.3 the jumps on the
chamctedstics are shown accordingly to relation (2). This demonstrates that in our samples we
have seen Josephson effect.

0 50 100 150200 ^i 
t't It'nl'i " o5 1r.5

Fig.2.2 Fi.9.2.3
The sample characteristics may be in some extent controlled by varying the antrealing

time. In fig.2.4 it is shown the eflect of some annealing on the important parameters - the
critical curent and differential resistivity of the junctions.

JOO MHz
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Fig.2.4.
The samples almost have not changed their initial parameters at a nrmber of

temperature cyclyng ftom ?7 K to 300 K. They ploved to be mechanically durable and do not

suffir from the water vapours influence even in the absence of additional measues for their

prcrccuon.
3. Magnetic properties of the superconducting ceramics
In the first ou; works on high-temperature ceramics we investigated the magnetic

properties of MBa2Cu:Oz-o (M-Y, Yb, Sm, Er) compounds [10,11] Electric rcsistivity, high

irequency magnetic susceptibility, magnetization and magnetic susceptibility in a weak

tnagnetic field *".e measured in temperature mnge ffom 4,2 to 300 K. A new technology of
high-temperature superconductors synthesis of MBa2Cu3O?-6 (M - Y, Yb, Sm, Er) compounds

is presenied which is based on nitric acid salts of mre-earth elements and other components lt
is determined that this technology significantly simpifies high-temperature superconductors

synthesis and, that the obtaired samples by their physical charactedstics are identical to those

obtained by the known technologies (Fig.3.1).

;--D -;o @ - '" 
r(

.'r

in a superconducting ceramics
In the temperature interval between a certarn temperature Tl Gess than Tc by 0.5-1 K)

and 78 K, a reve$ible variation of the trapped magnetic moment with tempenture was

observed in the absence of a magnetic field. The magnetic moment was measured by a

vibrating coil magnetometer. The critical tempenturcs Tc. was detemined from the

disappearance of the happed magnetic moment and corresponds to the onset of resistive

transition. A certain trapped magnetic moment was established after the sample had been

heated to T1. The sample was then cooled to - 78 K, and this was accompanied by a reversible

increase of the ftapped magnetic moment almost twice its value (the extemal field was

switched off and the tenestrial magnetic field was compensated) A subsequent increase ln

Fig.3 1

3.1. On the anomalous behavior of the magnetic moment trapped
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temperatue to Tl again led to a decrease of the magnetic moment along the same teversible

- 
'fue can accept the validity of the interpretation results on the basis of the following

simplified model. We assume that a ceramic contains microloops with a characteristic mea[
size less than l0pm, formed by separate crystallites coupled tlrough weak links. Moreover,
we assume for the sake ol simplicity that the loops are independent of one another and each of
them has one weak linl.

In this case, integrating over the loop and neglecting the contribution of the curent
density outside the contact, we obtain the following phase rcalations:

Qi = arcsin YIc, (3.1.1)

Here, qr is the phase difference aqoss a weak link, O - the magnetic flux, Oe - a flux
quantum, and , - the vector potencial. For I<<Ic, we obtain

)t "- -2tm= a,+ L|Adl .'' o J

6. I
nO.= -:-g-: + O

* rrr=,-:!_l(I#)

0,5

(3.r.2)

This is the fluxoid equation for a microloop. The lempe&ture depeildence of the weak
tink cdtical curent can be taken in the folm Ic = Ico (1-t'), where lco = Ic (t=0), t = T/T".,
which descdbes the experimental results quite well in the required temperature inteffal
considering that O = LVC (L is the inductance of the midoloop), and inooducing the notation

B = Co"/2rLIco, we obtain
@ = noo[1tp/(1-t')]''. (3.1.3)
Neglecting the interaction between loops and assuming their geomehy to be constant,

we can tale the same temperatue dependence of the magnetic flux and magnetic moment.
Hence, normalizing these quantities to tleir value at temperature t2 = 78 K/Tcr, we obtain

(3.1.4)

In order to go over to the magnetic moment of the entire sample, we must add all the
elementary magnetic moments. In the simplest case, if we assume that all microloops have
identical parameters, the resulting magnetic moment of the sample will be simply descdbed by
an expression of the t)?e (3.1.4), which is in a good agreement with tlrc experiment.
Normalized magnetic moment as a function of the reduced temperature (see Fig.3.2). The
solid lines show the rcversible curves obtined on the basis of 3.1.4. The experimental points
(1) and (2) conespond to a yttrium ceramic (p = 0,01) and yttrium ceramic powder (p = 0,023)
and (3) describe the experimental irreversible curve for the magnetic moment, nomalized to
the same ouantitv.

ud' at9 atts t,0

Fig.3.2
It should be noted that a relation similar to (3.1.3) for a thin-film cylynder was lrst

obtained [13] by J.Bardeen. Soon afterwards, this phenomenon was confirmed experimentally
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u4l, Consequently, the above results can be treated as the analogy of this phenomenon in at

HTS cemmics.
3,2 Magnetic properties of a ceramic containing silver [2]
A study was made of several characteristics of high-temperature superconducttng

ceramics with compositions rePresented by the formula (YBa2Cu3O7-o)t-"Ag", where 0lx<0'4,

in static magnetic fields. These cha&cteristics included the screening moment, hystelesis,

diamagnetic 
-moment. 

The addition of silver oxide resulted in the appearance of metallic silvel

in the folm of isolated microinclusions when these celamics were subjected to the heat

tleatmenL Different technologies have been used by different authon and this has resulted in

somewhat different depelrdences of the paramete$ of ceramics, particularly of the cdtical

curent on the concentration of silver.
Figure 3.3 shows the dependence of the screening moment of a cerarnic free of silver

on the applied static field. When ttre field was of the order of several Oe a maximum in the

dependenie M(H) was obsefled, the magnetlc moment first falls and then rises again: this was

accompanied by a gradual destuction of weak links by the field

ir,o
I

"",'-Ti:"'

T=7EK

OJ

l0

Fig.3.3

It is usual to assume that in a field ltr'rhe dependence MlHldeviates ftom lineadty'

i.e. the field begins to penetrate into the sample. However. in reality fiis field is not exactly

H.,i, i.e. it may be influinced by the demagnetization factor of the sample, by the shape of the

g*ln,, .t.. w" therefore plotted in f18 3.4 the dependences of the nomalized-quantities H"1.

;il"rj (b) and J"/j"(O) on thisilver concentration, which altowed us to deterrnine the influence of

silvir on these parametem compared with the control sample; these normalized quantities are

useful because they are not sen;itive to the selection of the absolute values The dependences

llr; /Ho; (0) and j"/j"(O) are very similar, which is also true to the M@ curves M'". is the

ma,rimum value of ttre moment (in the mnge of frelds 0<H<H"z), which screened the intemal

parts ftom the extemal field and which was largely associated with current-flowing through

iveak links so that its value (like that of the field }l"rl) depended on the critical density ln fact,

the value of H"rj obeyed [15]
(3.2.r)

where a is the average grain size and i.F is the density of the critical cunent through the

contact between the grains. The density of the critical hansPolt cunent J", proportional to i:' ,

can be determined using the model of the critical state in ref 15 the magletic moment is

determined by increasing and reducing the field in the range H"1; <HcIl"2; :
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i.=+(M"r -M"r) (3.2.2)

6

4-i

Fig.3.4
However, the quantity on the right-hand side is approximately proportional to M.*,

which accounts for the similarity of the culves. The normaliztd quantity jJj"(o), calculated
from Eq(4), is plotted as a dotted curve in in Fig3.4, The value of the magnetic moment due to
the cunents between ihe grains carl be determined by selecting a small h]Bteresis loop, which

appears in the range of fields that do not exceed the boundaries of the second linear region.

The rise of the values of H"rj, j" and M* on increase in the anount of silver can be explained

by the supression of creep of the flux due to the presence of silver and imprcvements in the
grain-boundary conlacls.

Fig.3.5 shows the hysteresis culves of a control sample (a) and of a sample with
25wt.9o Ag(b).In contrast to usual hysteresis curves, Fig.4b has a sharp peak near zero field,
collelated with peak near H"rj. This could be explained by an increase in the contributioD of
the "small" hysteresis loop, associated with the Josephson curent, because of enhancement of
these currents against the background of the vortex pinning processes leading to "large"
hvsteresis looDs.

l0

Iil
Fig.3.5

Introduction of silve! into a cemmic sample improves a number of properties such as

the ditical current or screening of the Josephson cdtical field Ha;, and the best rcsults are

obtained when the concenration of silver by weight is betwee! 20 and 30 %.
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3.3 Magnetic properties of the Bi-containing ceramics U6' 171

The investigations of the Bi-containing superconducting celamics are being canied

out for long time already. It is known, that such a matedals have a number of pecularitles,

which makes them rather promising for application in some Po\ter appliances' and the

textured samples use Pennits to raise significantly their critical parameters sumultaneously

these materials have another peculiarities - a strong flux creep at the niftogen boiling

tempemture, sensitivity to annealing regime, etc.

Fig.3.6 Fig.3;l
We investig;ted the influence of the processing regime tempemture both of the

powder and of the pressed samples on the electric and magnetic properties of these samples'

For this puryose the reacti[g mixtue in the powder form of the optimal compostton

Bir,rcbo,l)SrzCauCu"O* (n=3, !=4) was annealed in the two-stage temperatue rcgrme- At the

ffsi stage the powdet was processed at the synthesis temperature of 850-855'C for 30-50

hou.s, ind at tlhe second stage was additional annealing at 840'C Then this powder was

Dressed inlo the samples (lhe pressure of ? l0l MPa) and anneaied at the temperature 8500C

in=4) and 8550C 1n=3; ana also at 8400C for both cases dudng 4-30 hours. The magnetic

propedies of the samples were studied by the crossed altemating and direct fields method For

ihe- investisation of current chmacteristics the sanples in the microbridge form witl
qossectlon less them I mm2 wele studied. The results of the investigation are gilen in

fre.3.6-3.9.

Fig.3.8 Fig 3 9

The hysteresis curves M(H) have been taken at the field up to 200 Oe and at different

temperatures (Fi9.3.10).
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Fig.3.l0.
From Fig.3.l0 one can see that the cu e taken at 102 K is different fiom the one at

77 K, for the hysteresis loop is desintegrated in two separate ones and at H=0 there is zero
magnetic momentum. This interesting fact, as it seems, can be explained by the supposition
that the hysteresis of I{TSC ceramics is caused partially by weak Josephson-t}?e links, and by
Abrikosov fl uxlinespinning.
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Abstract
Spectroscopic and dynainic properties of Tmr*:YLIFa are present"d From the

absorptionipectra ttre energy tevel of rPo wrs idenhfied at 15 2?0 cm I Fof rhe firs!
rime io our knowle,lge. rhe luminescence spectra lrom rhe LIo.'Pr and rP) manifold'

and the radiaiive lifetime ot rln manifold are measured The most favorable channels

for shor! wavelengih lasing in Tm3+:YLiFa are observed

I. Introduction
Solid-state lasers based on t valent thulium (Tm3*) ions and lasing, substantially, in

the infrared and visible spectral ranges has long been recognized [1,2]. For these purposes the

ulhaviolet spectral rangi is poorly studied yet On the other hand, prcvious inve^stigations

t3,41 and our data prompted us to research the high lying energy llvels of Tm3* for the

puposes of short wavelength lasing realization
IrI this paper we prcsent the study of.spechoscopic properties and the luminescence

dynamics study for high iying energy levels ( rD.2, 116, 3Po,r., of Tmr+ doped YLiF4 crystals at

the room temp;ratueint for two concentration of activator (1 and 2%). We finally report, for

the first timJ to our knowledge, the luminescence lines and radiative lifetimes for several

optical transitions in Tm'-:YLiFa.

I. Experimental
The optical absorption spectra of Tm3*:YLiF+ have been recorded in the visible and

ultraviolet spJctral regions (20 0OO 40 000 cmr) All the absorption spectra prcsented in this

paper were measured with a Specord M40 (UV-VIS) double-beam spectrophotometer'

ili emission spectra, in the range 180 - I 100 nm, were taken by single-grating (1200

groou". p". rn.) double spectrograph/monochromator DFS-452 (top resolution: ' 60 000

6y nayteigh criterion) and photomultiplier tubes PM-18A (200-600 nn), PM-51 (300-800

nm), PM-32 (400-1200 nm). Excitation was pfovided by^Q-switched (20 ns), frequency-

tiiled (354.7 nm) and frequency-quartered (266 nm) Ndr':YAG laser in a single-pulse and

pulse-repetition regimes (up to 100 Hz)

The YLiFa (YLF) crystals used in this study has the Cln space-group symmetry wlth

four formula units per unit cell. The lattice-site syrnmetries of the ions are Y3* (S4), Lf (S4)

and F (Cr). Tm3* i;ns that substitute for Y3* expiriance a crystal fietd of 54 symmetry [3] All
the samples used were optically high-quality single crystals.

III. Results and Discussion
1, Absorption spectra
All the measured absorption spectra presented in this paper correspond to optical

transitions from the ground state manifold ( 'H6 ) at 300K. YLiFa has an effective phonon

energy 490 cmr [5] and consequently one can suppose, that at 300 K all Stark levels (fi) of
ifr" ti" .unifotO'ui" involved in an absorption piocess. The absorption spectra from 3H6

manifold to the energy levels of the 116 and lPo,r,2 are presented in Fig.l (27o sample) and for

the 'D2 in the Fig. 2 (l and 27o samples)

@ Institute of Cybemetics 150



In the absorption spectra one can.clearly gbse^rve five groups of spectral lines. These
groups are identified as absorprion Io the 'D:. 'lo.'Po.'Pr.'P: manifolds.
Absorption in the range 37 000 - 38 800 cm-r corresponds to the 3H6 - lP2 transitiol. Due to
selection rules for Sa symmetry, this spectral band must involve 29 transition lines. Observed
profile of the spectral band points that the peaks at 37730, 31760,38020,38240 and 38300

cm'r caused by these transitiom ( fi -+ fj (i*j )). Here f1 is the cristalline quantum number

lebeling Stark levels (i =1,2,3,4 in our case).

Absorption in the range 36 100 - 36 700 cm-' corresponds to the 'H6 -) 'Pr transition.
Due to the selection rules 17 fansitions between Stark levels are allowed. These transitions
are obseNed as three groups. The analysis of the peak at 36 540 cmr shows. that it can be

identified as 3H6 (0 cm r; fz) -+ 3Pr (36540 crn-t; f3'a) transition. The analysis of peak at 36

480 cm-r shows that this peak is consists of two transitions 3Ik (0,30 cm-r; f2, f33) --) 3P1

(36480 cml; fr) and the third wide band with p^eak at 36 190 cm-r are the transitions from the

higher Stark levels of3H6 to the Stark levels of3Pr (hot bands).
When identifying'Po some difficulties occur. At present there is^no consent about its

energy value. Following calculations [3] corresponding energy value of'Po is 35 830

"*t-*hereas 
the calculations and experimentil data;f [4] tointed to 35 540 cm-l.

However the significant discrepancies between results of [3,4] and our data takes place. In
absorption spectra (see Fig.l), in the energy range 35500 - 35900 cm'(for the both
concentration of activator) it is impossible to eliminate any peak. On the other hand, at 35 270
cm-' the sharp peak is observed, in addition it well fitted to Lorenzian. Consequently one can

identify this peak caused by 3H6 (0, l, J 3Po (35 270, fr) transition. Granting this, one can
suppose, that the energy of rPo is 35 270 crlr' and the broad peak at the low energy side in the
spectrum are the hot bands.

Absorption in the range 34 300 - 34 900 cm I conesponds to the 3Ho -) llo transition.
These transitions are obseryed as two groups with peaks at 34 490 and 34 '170 crl|'. Due to
the selection rules 75 hansitions between Stark levels are allowed. Because of small energy
gaps between Stark levels and availability of such amount of ffansitions, it is impossible to
segregate correctly each tansition at the room tempemture.

Absorption in the ran ge 27 500 - 28 4OO cm-r corresponds to the 3H6 -) rD2 transition
(Fig.2). Due to the selection rules 29 transitions betrveen Stark levels are allowed. For the 27o

sample three well-separated peaks and the shoulder (at the high-energy side) are observed.
For the 17, sample the observed peaks are five. Obviously, for both samples, certain group of
transitions forms each peak. The peaks at 27 630 afi 2'1 930 cm' are the same for both
samples. The peaks at 27 990 and 28 030 cm-r, observed only fot lqa sample, due to
concenhation brcadening overlap and generate the peak at thei center of gravity (28 010 cm-
r). The shoulder in the range of 28 200 cml does not accord within transitions between Stark
levels adjusted from l3l.

On the basis of absorption specha we give the diagram of Tni':YLiFa energy levels
(Fig.3)

2. The Luminescence spectra

The luminescence from the tD2 manifold was observed by excitation with the radiation of the

frequency-tripled (354.7 nm) YAG:Nd" laser. The diagram of excitation and observed

Iurninescence transitions (180<X< ll00 nm) from LD2 manifold is presented in

Fig.3b.(Observed tansient luminescence transitions is not applied). Also, in the Fig.4, the
whole, normalized luminescence spectra from rD: manifold is presented. It should be noted

thar rhe most intensive are rhe transirions lD2 
- 

lF., lHo.

The diagram of excitation and observed luminescence transitions from rlo and 3Po,r,z

manifolds is presented in Fig.3a. At the first time, by the radiation of the frequency-quartered
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(266 nm) YAG:Nd3+ laser the 3Pz level was excited. The 3 and 2 effective phonons required to
bridge the energy^gap between 3Pz - 3Pr - 3Po, 116 manifolds. Consequently, due to nomadiative
hansitions, from'Pz the effective population of !16 occus via the'Pr manifold. Since this
traositions have the multiphonon nature then relaxation process pass slowly, and this allow for
registration the luminescence from'P2 and 'Pl under the nanosecond excitation. In the Fig. 5,
the luminescence spectra from these manifolds to the 3F4 are presented.

In the Fig. 6 the normalized spectra of luminescence from the tle manifold, in the 280

- 4^80 nm range, is Fesented. It should be noted that the most intensive arc the transitions tI2

-+ 'F.r, 'I{l

3. The luminescence dynamics

The decay of rD2 and 116 manifolds measured at the room temperature is prcsented in Fig.7
and Fig. 8. The luminescence decay cuNes from rDz manifold is well fitted to the exponential
decay. The lVo and.2Va samples have the significantly different values of luminescence
lifetimes: 57.5 ps for 17o sample and 34.5 ps for 2Eo one. Such significant difference, of
course, is specified by the concenhation of activator. The luminescence decay cu e from 116

manifold, (2Ea) does not fitted- well to the exponential decay. One can suppose, that the tle

manifold is populated via the 3P2 - 3Pr - 3Po -llr relaxation channel and hansient population
may cause such derivation. "fhe lEa arfi 2Ea sunples also have the significandy different
values of luminescence lifetimes: 88.2 ps for 1% sample and 66.3 ps for 2% sample. As well
it should be noted that the luminescence lifetirnes of rI" manifold is exceed the luminescence
llTetlmes OI lJ1 manllol(1.

IV. Conclusions

. At the loom temperature the absorption spectra of Tml*:YLiFa mainly formed by the hot
bands.

. In the absorprion specua rhe energy level of 'Po is identified at 35 270 cm I

. The effective excitation channel of rlr via the 3P: manifold is obseNed.

. The luminescence spectra flom rD2. and for the firs time to our knowledge, from the 'Io,
'Pr and'P: manifolds in Tm":Ylifo are observed.

. The most intensive luminescence channel for each high energy level is-transition to lhe 3Fa

manifold. These channels are the most favorable for short wavelensth lasins.

. The radiative lifetimes of 'Dr manifold in Tm-'rYLiFa were measured for the leo (57.5

Its) atd2qa G4.5 ps) concentrations of activator.

. For the fir" time to our knowledge. the radiatire life(imes of llo manifold in Tml-:YLiFr
were measured for the lEa (88.2 ps) and,zqo rc63 *s) concentrations of activator.
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Quantum Dynarnics of Qubit with Polarization Switch
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An inrroductory review ot ouon -t*lltXr""t u"t,.. ,s given. The analvsis is
performed on a basis of semi-classical $eory. Thteelevel quantum system is
considered. The quantum logical operations are built.

I. Irtroduction
A qubit is a twolevel quantum system, i.e. vector in two-dimensional Hilbert space. It is a

cental element in quantum computation pedormance: A quantum computer executes a

sedes of elementary quantum gates, each of that is a unitary transformation that acts on a

single qubit or pair of qubits. By executing many such gates in succession, the quantum

computer can apply a complicated unitary transformation to a particular initial state of a set

of qubits. Finally, to read out the rcsult of quantum computation, the qubits can be measured

[1]. From the standpoint ofphysics the single qubit rcpresents the quantum superposition of

two states, l0) and ]l), with conesponding wave tunction

L,r(r)) =,(r) o) + a(r)l t),
and the unitary transformation is described by the equation of motion of quantum dyllamics

Thus, the quantum computation performance from this standpoint is the problem of quantum

dynamics and it is great of interest to clear up the physical processes when the extemal

perturbation affects the qubit. For these purposes, let
us now consider in detail the model of performing the

laser operations on the qubits formed from twolevel
ions [2].
Further study of interaction between the laser and ion
one can build using a semi-classical approach, in
which the laser field is described classically and the

ion quantum-mechanically. For the coherent light
source, such as laser, the validity of the semi-classical
approach tums to the following condition imposed on

the electric field srength ofradiation [4]: . _

E>>1!hcLAI)),
where I is the wavelength of rudiation, and A.l, is

the linewidth in the emission spectrum. For the typical values of laser radiation

(.), = 500nm and Ai,-0.01nm), E>>|Vf cmand one can say that this condition is tulfilled

in the laser-atom (ion) interaction expedments.

IL Laser.qubit interaction
Let us introduce the wave function of thrcelevel quantum particle in the standard form:

lY(/) = a(,) 0)exp (- i E,t lh)+ uQlt) exp(-i Ett lh)+ c!l2) exp(-i E,t lh). (1)

Las€r besm Fig.l
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Assume that l0) interacts with lt) anc lz),and ]2) do€s not interact at all witli 11). Under

these conditions general expressions for the threelevel quantum particle are

indo!) = v",o(,)"*p(-iro,o r)+ vo,c (r) exp(-io, r).dt "'" "

in ff = v l, o Q) e*p(i a," t),

inff=vlaQ)exo(io*t),

wherc a,n=a^-an:v."=(ml,t,lnl=v)^ and %r =0.
Now, let us consider the laser bearn, with polarization switch, in a standing wave
configuation (see Fig. I , 2), propagating along the rcsonator axis ( z)

E= 2 (e.o.e, )Eo cos (ar r)cos (* z), (3)

and interacting with quantum pafiicle located at zr. In (3) or is the polarization vector, E0 is

the amplitude of the elechic field, o is the laser ftequency and k = to/c is the wavenumber.

We assume that the laser beam with e, couples only l0) and lt) , and with e, couples only

]O) ana lz) but not vice-versa. As well rhe

1", laser ftequelcy to be o = o-, . Substituting

(3) in (2) one can immediately obtain two
pairs of equations

liff=tu)a,*v(it,t)
liff=.61a;"*e1-ir,,1

for e, switch

(4)

Fig. 2. Threelevel quantum panicle in the field
oflaser radiation with polarization switch.

l, 
49 =, p,;, n, 

"*o, 
o,,',

l, 
i:', 

=, a,rnt " p (- 
^, 

r,)
fo-r st s\titch , (5)

where the detunings
L1=@-a$'
Lz = a -azo

and the Rabi frequencies are given by

o, =+(ol ill)e. 
"o.(rz),

o, =+(ol il2)e, cos (r z)." h'

(6)

(7)

(8)

(e)
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One can represent these frequencies as

o' =&t"P(io)'

o' = le-lt*01'''''

(10)

(ll)

where @= o,Jt ana O'=lo,lr'.
III Quantum logical operations

Writing down the wave function for the single qubits one immediately finds the following

drcssed states:

If we assume that the detunings in equations (4) and (5) arc zero (for example, if l) and 12)

are magnetic sublevels), then these equations have the following solutions:

(r2)

(13)

l0 (r)) = co(o/2)10)- re'{ sin(@/2)11),

Lr 
('))= co(o/2)ll)-re-'0 sin(o/2)|0) ,

l0 (/') = cos(o72)10) - ie'o' sin(o'12)12),

12Q')) = eos(@'12)12) -ie''o' sin(@'12)10) .

(14)

(15)

(16)

(r't)

(18)

(le)

Ia(r))_f cos(o/2) i?'' sin(o/2))l a(0) 
l

lalr;J-li"-"sin1o72) ms(o/2) llb (0)J '

(aQ')\ _( aos(@'12) 
'e'0'sin(0721f 

d(0))

["(')J-l;,-'o'si'(o7z) -.(o7z) .]la(o)J'

and

Under appropriate pola zation switch one can define the unitary operator, for example

i(O,q), wtrich affects the qubit l0(t)and l1(t) states and sets the @ and Qvalues [5]:

f (e+ o,q + 4)loO) = cos(e/2)0)- t"'E sin(0/2)1),

12(o= o,q + 4)lo (r)) = cos(0/2)lr) - te-r? sin(o/2)0).

or

ite',il--l .12s(:l? ' t"*srn-(6{2f (20)' " li",,sin(o/2) cos(o/z) I 
'

All this operations for single qubit has the form of rotation, whereas quantum logical

operations are required that have the fo1m of a reflection [5,6]. To perform this opemtion the

third level (in this case l2)) is necessary. For example, x i(x,,nlz) is applied (E-pulse) to

single qubit, one can obtain that this operator changes l0) into ]l) and vice-versa (with a tr

phase shift):

'f (o''1z1lo) ' Lt)

It) -+ -lo)
After the polarization switch and affecting wi*' v' (2n,n 12) ' the 2 7I -pulse changes a sign

of the basic states 
| 
0) ana 

| 
2) :

t'(2'''12\'lo) - -l'o)' 
''' lz) -+ -lz)'

It is easily seen, that using the operator '?(r,ru/2) in conjuncti on with i' (2n,nf2), one can

perform the NOT operation:
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0(o.,t2\),01 - lll^,-i'12,.o1r,1:l - -[l=l:l ']ll=-'
lt + -tu) ' 12) + -12) ll) -r l0)

similarly, the single-bit Hadamard operation R can performed wili' iQrl2,nl2) ard

't' (2.n,n12) opentws:

,; 1ro 1 r., 1r7lo) 
- - f tol. ft tl 

- i, e,,, 12),1,21 
- - 

lll =
P1 ' -7rlo)-51\ t't -' -t'l

lo) --; -ilo) + -flt)
"12 ' 42 '=6

It) -+ -ilo)--ilt)
.ta 1z
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Abstract
We report the linear absorption speclra of relatively large cooper iodide nanocrystals

embedded in ,n aluminaborcsilicate host network stmctue. The spectra reveal
pfonounced exciton lines of both the zincblende and the layered hexagonal shrctures.
In the approiimation of the weak confinement regime, the translational masses for the

Zrr- - and Zr - excitons, as well as the anisotropy ol the zr, - exciton band, i.e $e
exciton Luitinger parameters, are deduced from the spectral positions of the exciton
1ines.

The Cooper Halide compounds are model $emiconductors for the investigation of
exciton, biexciton- and pola.iton properties ul. Great scientific efforts have been made to
study the basic properties of bulk crystals and of nanocrystallites (NC) of such compounds as

CuCl and CuBr [2]. The information about the compound CuI (both for bulk and NCs) is rather
poor [3]. One of the reasons for this lack of data is the polymorphic structure of CUI and

difficulties to obtain monophase samples. At normal prcssure and rcom temperaturc samples

of bulk CuI films exhibit three coexisting modifications : zincblende type, wurtzite type and a

layered hexagonal sructure [4],[5]. The volume fractions of the different crystal phases

strongly depend on the way of the sample preparation, i.e. on the subshate temPelature,on the

thickness of the films and on the annealing time and temperature. The optical specfa for CUI

films reflect the sfuctural peculiarities above. Thus, the absolption specha consist of several
pronounced excitonic lines, which are usually labeled as Zn and 23 for cubic, Hr and Hz for
layered hexagonal, and llz, and w? for- wurtzite modifications [5]. only a lew papers, to our

knowledge, are devoted to the study of CuI NCs embedded in a glass matrix [6],171,[8]. It was

found, that the optical spectra in this case are similar to those in CuI films, indicating that NCs
of different crystal structure occur in the samples.

In the present paper the absorption specta of CuI NCs embedded in a glass matrix are

studied. The experimental results are used to determine some band parameters of bulk CUI

crystals. The glasses with CuI NCs were prepared from high purity SiO2 - 51.54\Vo, Bzot -
25.8Vo. AlzOz - 1.2Vo, SbzOt - 0.317", KzO - 1.0370, and Na2O3 - 13.4 wtVo, and CUI - 0.72
wt\7o, as described elsewhere [6]. Pieces of the glass were subject to annealing processes of
varying temperature and duration. The transmission electron rnicroscopy (TEM) and high
resolution TEM (HRTEM) was canied out with a Philips CM200 FEG/ST electron microscope
at an elechon energy of 200 keV, The instrument is characterized by a Scherzer resolution of
0.24 nm and an information limit of 0.15 nm. The samples were prepared by mechanical
grinding, dimpling and Ag*-ion milling. The TEM investigations show that the size

distribution of the particles is significantly inhomogeneous and, usually, exlfbits two well
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resolved maxima. This situation differs from the case of the other monoDhase CooDer Halide
NCs such as CuCl and CuBr 12I. We assume rhat Cul NCs wift differenr;rystal srructures are
simultaneously present in the samples and that they can have different average sizes. Thus, the
observed size distribution is an intrinsic feature of the samples and results from the sum of the
distributions of each kind of NCs. As it will be seen below, the optical spec&a confirm this
conclusion. Note, however, that the TEM investigations show only rhe cubic particles. In Fig.l,
as an illustation, the HRTEM image of a single crystalline particle with radius abour 4.8nm is
shown. This image is typical for the (110)-zone axis of the zincblende sfuctue. The non-

cubic particles are neither found in HRTEM, nor by the TEM difftaction pattem technique.
This fact can be related with the considerably high processing tempemture for the TEM
investigations. It is known, for example, that in order to obtain homogeneous thin CuI films
with only cubic structure, they have to be additionally annealed [9]. Thereforc we assume, that
the NC with hexago[al structure undergo a phase transition to the cubic one dudng the sample
processing for TEM investigations.

The main purpose of this paper is to evaluate the hole masses for cubic bulk CuI
crystals from NC data. The rcason is, that the corresponding information is nor rich [3]. For
cubic CuI crystals two different values for the hole mass are reported, m,= l,4mo^nd
tfl, = 2 3m0 , There is no information about the Luttinger parameters for the exciton bands.

Only the warping parametet fot lhe 212 - exciton band is reported in [10]. The average sizes of
NCs will be also deduced from the optical spectra and compared with TEM data. In our case
the TEM investigation shows essentially ingonogeneous size distribution of CuI NCs and
therefore it seems is not a good tool to determine the avenge radii with high accurasy.

The expedmental study of quantum size effects is one of the possible ways to obtain
some information about the band parameters in bulk crystals, as well as on the average sizes of
the NCs. Usually, the quantum size effects in semiconductor NCs are classified i[to three

categodes, depending on the mtio between rhe avemge radius of t}e NCsR and the exciton
Bohr radius a- in bulk crystals [11]. The case of small NCs (R < a*) conesponds to the

strong confinement, when the electrons and the holes are individually conJined and the
electron-hole interaction cat be regarded as a perturbation. The region of an intermediate
confinement occurs when the NCs radius R 

= 
a,,. h tlis case the size effects in NCs with

large hole masses arc govemed mostly by the quantization of the electron motion, in particular
in I - VII semiconductor compounds. Therefore, the confinement energies of the excitons
arising from different valence bands, as e.g. the 212 - and. 23 - excitons, are almost the same in
the intermediate regime u2l. The weak confinement regime conespolds td large NCs, with
R > d*, and the confinement energies are relative small, of the order or less than the exciton

binding energy 8"". In this limit the excitons are confined as a whole and, hence, the

confinement energies are determined by their hanslational masses. Thus, some information
about exciton masses and their anisotropy can be obtained in the conditions of weak
confinement. The Cooper Halides have small exciton Bohr radii and large exciton binding
energies [3], and hence arc good materials of the weak confinement regime.

To reach the weak confinement regime rhe CuI - doped glass samples were annealed
atrelatively high temperatures of 620uC-630!C during long rimes up lo 80 hours. The
absorption spectra of nine different samples were investigated. A typical one is depicted in
Fig.2. The spectrum in Fig.2 refers to the sample with annealing time 40 hours at 630oC and is
similar to those in bult films of CuI. Indeed, it consists of four excitonic lines from which one
pajl, the Zt2 - and Zr lines, is related with the cubic phase and the other pair, the ft- and F12 -
lines, is due to tlle hexagonal layercd structurc. Note, that iII all prepared samples the peaks due
to the wurtzite sftucture are not observable. They are expected close to the Z2- and Zj - lines
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[5] and, probably, are not resolved, In what follows we consider mainly the features of the Z2 -
and 23 - lines.

The blue shifts of the Zn - and Zt - lines in Fig.2 arc LE.D = 2OmeV 
^nd

M4 = 13meV , i.e. they are smaller than the exciton binding energy E,,= 58nev l3l.It is

noticeable, that these shifts are significandy different for the two excitons. This featurc is
typical for all other investigated samples, too. However, the tutio LE",, / M^ is almost

unchanged and differs only slightly ftom one sample to the other. This is illusrated h Fig.3,
where the ratio 4E,,,/ M,,fot all the examined samples is shown in dependence on the

annealing time. The mean value of the ratio is equal 1,55 and is significandy larger than one,
These peculiarities, as well as the fact that the observed blue shifts are smaller than or of the
order of the exciton binding energy, is specific to the weak confinement rcgime. Thus, one can
state that in the examined sanples the weak confrnement regime is realized.

The theory of the quantum size effects in the weak confinement limit has been
described in Rel[13]. In this paper the phenomena ofthe exciton quantization in cubic NCs is
investigated taking into account the anisotropy of the valence band fr and its interaction with

the valence band D. In the case ofcul crystals the binding eneryy E* is much less than the

spin-orbit splitting L-=630meV l3l. Therefore, we use below the approximate expressions

from Relu3l, which are valid in the limit of noninteracting valence subbands. Then, the
spectral positions of the ZD - and 23 -excltorr lines are given simply by

ha,,, = Es- E""+ LE,,, hrr=Ec+L,"-E,,+LE",.
The confinement energies in Eq.(1) are equal to

M" =0 67x' h' -' '
2M,,R.

rc. . = 6.67 -!' -1 
qt,1' ,

2M hR'\ )

where M., is the ZJ - exciton translational mass, MA is the hanslational mass of the "heavy"

exciton and O is a root of the transcendental equation cited in Rel [l3]. The root value depends

on the ratio of the "light" exciton mass Mr to the "heavy" exciton mass Mr. The numerical

factor results from the averaging over the distribution function of the particle sizes. In spherical
approximation the translational exciton masses are defined by the Luttinger pammeters T7 and

T2 for the exciton bands [14]:

i, + 2i,'

(l)

(3)

(2)

It - tlz
As noted above, the band parameters !., and !, for CuI crystals have not been

reported so far, but only two different values for the hole masses [3]. It seems reasonable tol
consider the smallest mass m"=l.4ma as conesponding to the average hole mass for the

valence band I; . Since the electron mass is m, = O. 33m013), the average ftanslational mass

for fl1e Zn - exciton can be assumed to be U,,, = 
(tvt r+U,)tZ = 1.71 0. Then, using Eqs.(2)

and (3) one can deteImine the exciton Luttinger parameters % and % as well as the average

radius R olthe NCs.
As follows from Eqs.(2), the ratio between the blue shifts of the Z, -and ZJ - lines is

independent of the NC's size and is govemed only by the parameter Tj / % . This ratio is given

by
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(4)

A theoretical ptot of the dependence of the ratio M,," / LE,,Eq(!') on the paraneter

%./1r is given in Ref. u3l and is repeated in Fig.3.

As one can see in Fig.3, the mean value LE,,,/M,, =1 55 corresponds to the ratio of

the band parameterc \r/!,=0'21!0'03. Using the average translational mass

u,,, = t.Tttto and the ratio %/Y7 above one can deduce the band parameters Tr and %, as

well as the excitonic masses M,,,Mh and Mr. Thus, one obtains that the Lutti[ger

parameters are j,=0.72!0 04 alld ir=0'15!0'13,while the translational masses are

M,,=(1.4r0.1)n", Mh=(2 4t0.]\no and Mt=(t!0 llna.

In Ret [15] on the magneto - optical studies of the Zt2 exciton - polariton in CUI

crystals a set of the exciton pafttmeten, in particular the Luttilger paramater !r, have been

used. The value 12=0,2 h^s been chosen, which is close to our value of i,=0 15L0'05

However, the authors ofRel u5l note, thatlheir set of the parameters is not unique.

Now we estimate the average sizes R of the NCs for the examined samples. Using the

upper Eq.(2a) for Z, -exciton, we find that the average radius of the cubic NCs for the sample

io Fig.2 is R = 3.8nla . The obtained size is sigrLificantly larger than the exciton Bohr radius in

bulk cul crystals a""=l 5nm [16]' justifying again the approKimation of the weak

confinement regirne. The average radii of cubic NCs in the other investigated samples are

obtained as above and ale ranging from R = 2 '2nm to rR 
= 

4 344 . The TEM investigations

for the same samples show that the average radii of NCs are ranging from F = 2nm to

R 
= 

5 .2mn , The inset in Fig.3 shows the experimental shifts of the Ztz - arrd Zt - ltnes in

dependence of the average rudii obtained by TEM for several samples. The two solid lines

reprcsent the size dependence of the energy shifts given by Eq.(2). The theoretical curves are

calculated for the exciton masses Mz,. =1'4ma, Mh=2 4ma ar'd the Luttinger parameter

ir/7, =0.21. One can see that the sizes obtained from optical spectra are compatible with

TbM data within experimental enor. Note, that it has to be kept in mind that the volume

probed by TEM (=2W') ana, thus the number of NCs is much smaller than in the case of

optical spectroscopy ( = l0' Yn' ).
In the case of hexagonal CuI crystals, the ZD' exciton band is split into two

anisotropic 11, and 11, - bands, defined bi the tansversal and longitudinal masses [14]. In the

limit of weak confinement the quantization energies for the llr - and ,Fl, - excitons can be

approximately describe.d by Eqs.(2a) with replacing the mass M ,,by the avelage m ss M H,

or Mr,. A'ruage translational masses of the H, - ar.d H, - excitons Mr, =3 7m0 and

Mo, =2.imo have been reported in Rei t6l, where, however, the averaging over the size

distribution was not taken into account. If we take the coresponding numerical factor equal to

0.67 into account, we find that the masses arc M r, = 2'5mo and M E, = l ' Sma Using these

values of the masses and the experimental blue shifts of the I17 - and Il, - lines in Fig 2

(L,Eo, = 29^"y, Ms, - 49meV ) one obtains that the average size of the hexagonal NCs is

R 
= 

2nm. This value is close to the excitonic Bohr radius and thus can be regarded as an

estimation only. Nevertheless, one can conclude that in the studi€d samples with relatively

large crystallites the average sizes of the cubic and of hexagonal NCs are noticeably different

AE:-=i,-ri,(/,\.

^Ezr i, l")
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and that the latter are smaller in agreement with the bimodal size distribution observed in TEM
mentioned above.

It is known, that some special conditions are required in order to prcpare monophase
CuI films which are selected in an empirical way [5],[9]. We have observed that in the case of
CUI NCs in a glass rnatrix the empidcal choices of the glass composition and of the growth
parameters also allow to obtain almost monophase NCs. As an example, the absorption spectra
of two such samples are given iII Fig.4. The arows in Fig.4 show again the positions of the
bulk exciton lines. The spectrum a) in Fig.4 consists of the two pronounced peaks, -tt? and

fl, , due to hexagonal NCs and only a weak broad line which can be attributed to cubic ones.
Thus the sample contains mainly the hexagonal NCs. Inversely. the spectrum b) shows clearly
the dominating presence of the cubic NCs. The observed cubic NCs are in this case relatively
small, in contrast to the prcvious case shown in Fig.2. As one can se€ from Fig.4, the blue shift
of the Zt2lirc LE,,, 

= 
I3OmeV is more than twice larger than the exciton binding energy.

In summary, the linear absorption specha of cooper iodide nanocrystals embedded in an
aluminaborosilicate glass matrix are measured. The typical spectra show the simultaneous
presence of NCs with different crystal sfucturcs. The average sizes of the cubic and hexagonal
NCs are noticeably different. The translational masses for the 212 - and Zj - excitons and the
Luttinger parameters for the Zr2 - exciton band have been deduced.
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FIGT]RES

FIG. 1. HRTEM image ofa single crystalline particle with mdius about 4.8nm.
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FIG, 2. Linear absorption spechum for a CuI- doped glass sample, annealed during 40 hourc
at 630"C. The spectral positions of cubic and hexagonal excitons in bulk crystals are
shown by anows.
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parameter mtio trrl1/ Gower x -axis) from Ref.[3]. Insert: dependece ofthe energy shift of
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Abstract

The excitonic ground state in a single quantum dot (QD) with a structural anisotropy
is studied in dependence on the magnitude of the electon-hole exchange interaction,
Structunl anisotopy is described phenomenologically by lattice deformation. A fine
structure of the exciton levels is due to an interplay of the defomaiions and
exchange interaction and is the more Fonounced the smaller are the quannim dots.
The lattice deformations are the reason for an optical anisotropy in a strained
quantum dot. The exchange interaction, howevet, suppresses the polarizatiod effects
which are rluch nore significant in large QDs. An additional decrease of lhe optical
anisotropy arises from a coexistence of structural and epitaxial defornati

I. Introduction
The optical investigations of self-assembled quantum dots (SAD) show a significant

polarization dependence of the photoluminescence (PL) spectra. Such optical anisotropy
effects in (Ga)InAs SADS have been reported, for example, in Refs. [1], t2l, t3l. The
anisotropy was attributed to the nonspherical shape of the SAD'S. Recently a strong
polarization dependence of the linear PL specha was obserued in InP SADS embedded in a
GaoslnosP matrix which showed ordering in a lateral superlattice [4],[5]. Luminescence from
a single quantum dot (QD) is studied by the micro-Pl- technique and a doublet fine sfucture of
the exciton levels is found. The observed fine structure and optical anisotropy was attributed to
an interplay of the electron-hole exchange ilteraction and the asymmetrical crystal shucture of
tlie InP/Gaa.5Ine.5P system. Similar results have been reported for GaAs/AlGaAs quantum
wells and were attributed to the effect oflong-range exchange intemction on the fine sfucture
of the localized excitons [6],[7]. Theoretical consideration of the firle structure of the excitonic
levels refers mostly, to our knowledge, to nanocrystallites (see, for instance, [8]) and excitons
localized ort latemlly-anisotropic islands in quantum wells [9].

In this paper the intemal structure of the ground exciton state i[ a single QD with an
anisotropic lattice structure is studied. The pupose is to investigate how the ground exciton
state in QDs is influenced by an interylay of a structural anisohopy and short-range electron-
hole exchange interaction. Such interplay can be essentially important in small QDs where the
exchange intemction can be enhanced very much over the bulk value. Sfuctural anisotropy of a
single QD is described phenomenologically by lattice deformations. Lattice mismatch effects
between the QD and its matrix are also considered.

The paper contains two Sections. In the fiIst one the formulation of the problem is
described. In the next Section the fine sffucture splitting of the exciton levels ard the optical
transition probabilities in a single staiired QD are calculated and their dependence on the

magnitude of the exchange energy is discussed. The results are obtained for tle ['1i1]- and

[l1l]-strained QDs and the [001]- epitaxial strain is also taken into account.

Irulitut€ of CJbern€tlcs
Georgid Academy of Sciences
E-nail: cvber@hepi.edu.se
hltp://cybe..hepi-edD.gelpro.€edjngs

@ Institute of Cybemetics
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II. Formulation of the problem
Simultaneous influence of deformations and exchange interaction on the ground state of

the exciton in bulk cubic crystals has been studied in Ref.l10l by means of the invariant
method, This phenomenological method is based on the group theory and is well suited to
model the scenario of strained QD's.The Hamiltonian of the prcblem fI = A*. + I1(€) contains

two parts due to the short-mnge exchange interaction and the deformations, respectively. The

Hamiltonian I1,,. is assumed to be independent of deforrnations and for cubic crystals contains

three constants[10]. One of them detemines a tdviat shift of the exciton state as a whole, the

two other describe the symrnetrical and the nonspherical
parts of the exchange interaction, respectively. As usual, the latter is small and in what follows
we take this constant equal to zero. Then, the ground state of the exciton is splitted by the

symmeffical exchange interaction into two states with a different total

-:.o-"oro. F( F = I +-o, where i is the hole momentum, 1=!, arld 6 is the elecfon

1

momentum, o = :). One of them, five-fold degenerate state conespo[ds to the momentum
z

F=2. These states are optically forbidden (in dipole approximation) and the basis wave

functions are transformed under E+F/ rcpresentation of the Td group (in the notations from

[10]. The other, three-fold degenerate state, coresponds to the momentum F=1 and is optically
active. The basis wave functions are transformed as .t, y and z (F, representation).The
probabilities to excite these states are equal. Thus, in nondeformed cubic crystals, as is well
known, there is no optical anisotropy.

In the presence of deformations the crystal symmefty is reduced and the terms t+F.i
and F2 are splitted. Because of the mixing of the states with different momentum 4 some of
the forbidden states become allowed, depending on the deformation direction. For relatively
small deformations, when the exciton binding energy is larger than the deformation energy, the

Hamiltonian ,FI(e) is the same as for the valence band I]" with replacing the band constants by

the exciton ones. Then, the nontrivial part of the total Hamiltonian 11is given by [10]:

n = l.. )rf - uD t : 
",, 

- ft2[t t,l, * +-(ta) (1)

In Eq. (1) the constants d, b ar\d d ue the exciton defomation potentials, A* is the

exchange constant, eu is the deformation tensor, and e=)-e,r. The ground state of the

exciton is described by the basis wave function Y,=<p,V,, where rp, is the spin wave

function and \rI is translormed as rhe eigenfunctions lj,;,) of *e momentum 7 and its

projections j, = t312,t42.
When the quantization axis z is chosen to be parallel to the sffain, the Hamiltonian (l)

reduces to two different blocks which can be diagonalized analytically uol. ln general, all the

eight terms are splitted due to an interplay of the deformations and exchange interaction. Two

of the terms which refer to the momentum projections ,E = 12 are totally forbidden. The other

six states are polarized along the main axes of the deformation tensor tii. For the specific

directions of the deformations, some of these states can be degenerate.
As noted above, the rcviewed results for the bulk crystals can be apply to the case of the

QDs. The QDs are assumed to be influenced by some intemal strain presented in the system. It
can be, for example, the chemical strain due to the formation of composition modulation planes

in the matrix, as is supposed in Ref.[4],[5]. Because of a strong enhancement of the exchange

interaction in the small QDs, the properties of the fine structure of the exciton levels in
dependence on the exchange energy are of interest. Usually, the bulk exchange constant 4",. is
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small, of the order of a few tens pzy , but can be enhanced in small QDs by a hundred times

[8]. The defomation splitting in the CuPt-ordered crystals, for example, is of the order of a few
tens meV [11]. Thus, if for strained bulk crystals or very targe QDs the deformations are much

more important than the exchange interaction, in small QDs the both facto$ can be similady
significant.

In the next Sectron some examples of the differently odented defomations
areconsidered. The stluctule of the $ound exciton state, as well as the probabilities of the

excitonic transitions arc discussed in dependerce on the magnitude of the exchange energy.

The case when light propagates along the growth direction of the structwe is mostly of interest.

III. Fine structure of the exciton levels in a single strained QD
Consider a single QD with a cubic lattice sfucture which is affected by deformations

along some cubic direction, The QDs are assume to be spherical and relatively large to use an

effective-mass approximation. The lattice mismatch between the matrix and the QDs leads to

an additional epitaxial deformation elf, which depends on the matrix composition and the

growth direction. In what follows we consider the system grown in the [001] direction.

A. Quantum Dots Strained in the {110}. and {111}-directions
I-et us fiIst assume that lattice deformations are odented along the [110]- cubic axis Such

sructural anisotropy has been reported for _GaInAs systems which show the formation of

composition modulation planes along the ['110]- direction [l],t21,[3]. The main axes of the

deformation tensor €.l in this case are the ['1io]-,t1101-, and lo0l]-directions. One can check

that the eigenenergies of the Haniltonian (l) which refer to the optically active states, are given

by

where

6, = fE; - 4 

^',-, 
4 \,A,W;" / 4),

a,, =,,1 t,," + t*"- - z^*^"(i + 3a / 2),

6., = l^,,n4^;r^"A
and the anisotropic factor

d s,.
Ot =-:-L

2"1tb stl-st2

In Eqs, (2) and (3) the deformation energy A,,o = L,Q + 3ct/ 2 + 3a' / lY,
A" = rP(s,, -srr) and s/,, srz are the elastic compliance constants. At given deformation

potential b and constants Sr/ and S/r, the sign of the deformation energy is determined by the

kind of the strain P, namely tension or compression, respectively. In the fomer case the shain

is positive, P > 0, and in the latter case it is negative, P <0 . T1\e notations ?!,or and 02

indicate the terms polarized paratlet ( tD-term) and perpendicular (along the [110] axis - or-

term and along the [001] axls - o, -term) to the shain, respectively.

The probabilities of the excitonic optical tansitions are proportional to the following
quantities:

(3)

(4)

2L*" + L. I+-d
4
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w:, = t+

3
I +acr

2

I2L,*--L,
w'=tT z

' oa,
(5)

The exciton energies (2) and the transition probabilities (5) depend on the relative
cotrribution of the exchange interaction and deformations, as well as on the anisotropic factor
0. From Eqs. (2) and (3) follows that in the absence of the exchange interaction, i.e. for
4.," =0, the six terms Eq. (2) are splitted by rhe defomations into two three-fold degenerate
levels. The energy separation between upper and down sets is determined by the deformation
energy 2l^rlri. At finite l^.-l each degenemte term, the upper ser, as well as the down one, is
fully splitted into a triplet due to an interplay of the deformations and exchange interaction. A
splitting of the o -terms disappeals when the anisohopic factor c[ = 0. Usually, the constant cr
is small and the splitting between the q-terms is negligible. For instance, in the Inp crystals the
arisotropic factor is a 

= -0. 1,-0. 3 llll.
The energy separations between rhe r! and o -terms, tZ. = Ei - E.i (for rhe upper

level set) and tf- = E, - E.; (for the down set), differ from each other only by a sign,

lu.l = lu-l = AE. As follows from exprcssions (2) and (3), for a smatl exchange energy

lA",.l ..lA"l the splitting AE linearly increases with increasing lA,,"l, while for a large

]A*.1 tt l^.l it is almost independent of the exchange interaction and is determined by the

deformation energy]1.1. In Fig.l the energy separation M is shown in dependence on the

exchange energy by curye 1. All energies are given in units of the deformation energy ]1"1.
The exchange energy is assumed to be negative, A.," < 0 [14]. The constant cr is taken to be

small, d=-0 .1, and a splitring of the o -tems is negligible. Fig.l(a) is calculated for a
negative defomation energy A. < O The opposite case when Au > 0 is presented in Fig.1(b).
One can see in Fig.l that in both cases the splitting A.E increases linearly when A","] is small

with respect to the deformation energy ]A.i . Wfren l^",.l is targe, AE limits to a constant value

AE'=1.J]4,1. For the intemediate value of ll",.l =i^.l the splittiig AE behaves a titrle
different depending on the kind of strain. When the deformation energy is negative, it changes
smoothly with ]1","], as is se€n in Fig.l(a). When A" > 0, a weak nonmonoronic dependence

occurs. As one can see in Fig.1(b), AE reaches its maximal value equal to AE=lA"_l at

lA.,.l = 
0.5/4"1, then deqease a linle and at large lA.,.i limits to a constant.

From Eq. (5) follows that the Fobabilities to excite the rr-tems are independent ofthe
exchange energy lA","l when the deformation energy is negative, A. < 0, and the constant q is
small. For the upper rr-term the probability W"* = 2 and for the down r-term W^ =0. In the
other cases the transition probabilities change with lA",.l, as ls shown in Fig.2. Fig.2 is
calculated using the same pammeters as Fig.l, namely, the exchange energy is negative,
4"," < 0, the anisotropic constant is a. = -0 . I . Figs,2(a) and 2(b) refer to the cases when the
deformation energy A" <0 and A" >0, respectively. As one can see in Fig.2 , at a small

lA.,"l some down tems are allowed and the upper terms are forbidden, depending on a sign of
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4". Note , however, that for large exchange energy only the upper exciton states are optically

active. It is easy to check that the energy distance between the allowed and forbidden states in
this case is close to the exchange splitting 4]A","1 , as in the absence of the deformations. Thus,

when the exchange interaction is dominant, the QDs behave as unstrained ones, as can be
expected.

Assuming that a structure is grown along the [001]-axis and light propagates in the
same direction. Then the only states which are polarized in the (001) plane are optically
allowed. when the strain is also oriented in this plane, differently polarized states are excited,
the n- and otems. Because of the different transition probabilities, an optical anisotropy
occun in this case.

, The anisotropy can be determined by the degree of linear polarization:

P' =\W: -W:,y\W: + Wj ) The polarization effects are due to the defomations, while the

exchange interaction itself is not a reason of any anisohopy. In the absence of the deformations
the probabilities to excite the exciton states are equal, as follows ftom Eq. (5). It is evident,
therefore, that an interplay of the deformations and exchange interaction reduces the

anisotropic effects. In order to illustrate this fact, the polarization degrce P' for the upper
states in dependence on the exchange energy is shown in Fig.3 by curues 1. One can see that

the polarization degree P' has its maximum when the exchange energy is equal to zero,

A",. = 0.At finite 4.." the quantity P* decreases. It changes, however, differendy for different

defomations, tension or compression. When the deformation energy is negative the quantity

P* smoothly decreases with increasing A,," from its maximal vah)e P' 
= 

0 .6 and approaches

zero for large exchange energies, see Fig.3(a). When the defomation energy is positive

A. > 0, the term E; is forbidden for small exchange energies and therefore the polarization

degree is P* = -1. Then the quantity P* sharply decreases and limits to zero, as for the
previous case.

Thus, for the case when a sfuctural anisotropy of a single QD is described by the [110]

strain, the main results are the following. An optical anisohopy in the (001) plane is present.
The polarization effect is significant in the large QDs when a structural anisotropy is dominant
over the exchange interaction. In the small QDs for which the exchange interaction is much
enhanced and the defomations are of small value, an optical anisotropy is negligible. Two
exciton terms which have close but different energies can be excited when light is polarized in
the (001) plane. The constituents of a doublet are fully polarized in this plane,

along the {110]- and [110]-axes. The energy distance between these tems increases with 4,,"

and, thus, is larger in small QDs than in the large ones.

As was noted above, a doublet structure of the exciton levels in (Ga)InAs SADS, as well
as an optical anisotropy has been reported in Refs. f4l,l5l. An exact quantitative compuison
between the experimental data from [4],[5] and theoretical results above is not possible,
because of a nonspherical shape of the QDs investigated in experiment, An asymmetrical shape

of QDs, as is mentioned above, carl be also a reason for an optical anisoffopy and a fine
structure splitting. This has been showr in Refs. [4],[5] for unstrained InP QDs which have a
polarization degree of the order ofloqr. But, there is still a nice 4ualitatire agteement betvteen
theoretical results and experimental observations for the case of strained QDs. In particular, it
is_found in experiment that each constituelt of a doublet is fully polarized, one along the

[110]- and other along the [l 10]- cubic axes. It is also found that large size QDs show stronger

optical anisohopy than small ones, as is obtained theoretically.
Consider now the case when the defomations are oriented along the [111]- axis. Such

type of structural anisotropy is presented in III-IV temary and quatemary compounds which
exhibit CuPt{ype long-range ordering along one of the{ 11l } cubic diagonals [13],[14]. when
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a sfuctural anisotropy of a single QD is described by the strain along the [l1l- axes, the
eigenenergies and transition probabilities are given by expressions similar to Eqs.(2), (3) and
(5) with d = 0, as follows from Eq. (1). In addition, the deformation energy has to be replaced

by L.--> dzIS* / ^,!7, where Sa is the elastic compliance constant. Thus, the main results

obtained for the [1iO] strain are still valid. Especially the dependence of the quantities of
interest, such as the energy splitting A.g, Fobabilities of the optical transitions W etc., on the
exchange energy 4"," given by figures above, Notice, however, that the deformation tensor e,

has now rhe other main axes. which coincide wilh the tl lll-.tllrl- and -[1iO] direcrions.

Therefore, assuming that light is polarized in the (001) plane, one obtains different results.
Namely, both tems excited in this plane, the 

'I 
- term and the two-fold degenerate o - term, are

only partially polarized.

B, Lattice Mismatch Effect
In real systems SADS are usually shained due to the lattice mismatch between the QDs

and the matrix, When the structure is grown in the [001] direction, the epitaxial stmin itself is
not a rcason of an optical anisotropy in the (001) plane. Indeed, ftom Eq.(l) follows that for the

loo1]-strain only the o- tems are excited with the equal probabilities and there is no
anisotropy in the (001) plane. However, if the matrix also affects the QDs in some direction
other than the [001] axis, then the exciton levels suffer both pertubations due to the lattice
mismatch and asymmetrical crystal structure. Below we consider the effect of a coexistence of
structural and epitaxial defomations.

When the systems are grown in the [001] direction, the epitaxial shain is deflned by the

relative deformarion .ut =E"X-e'!, where the coordinate axis xllt100l,yllt010l,zll[001], and

the sffain t"j and e: are parallel and perpendicular to the [001] direction, respectively.

According to the continuous elasticity theory, the strain €3and €1 are related as follows u4l:

{: = -{rz{'
where Crr and CD are the elastic constant, E": = \a- - ad )/ ad , and ad and dd are the lattice

constants in the matrix and the QDs, respectively. The relative epitaxial deformation follows
from Eq.(6):

Eaat = E:: - Eq =
Cu+2Ctra,-ad

Ct, ad
(7)

Epitaxial effects are, evidendy, more important when the lattice mismatch is relatively large
and the contribution of the epitaxial stlaill can be compare with the structural defomations.
One ofthe typical example of the structurcs with a large lattice mismatch is InP/Gal slno sP
system. The relative difference of the lattice constants in InP/Gao.sInosP structure is

la.- aolt ao - to '. tt2l.
In the presence of double deforrnation, the [001] epitaxial strain and the [1i0] sructural

anisotropy, the exciton energies are given by
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a1:)=W$' (e)

In expression (9) the epitaxial energy A", = bent atd the relative deformation are

given by Eq.(7). The notations n,ot and o, refer to tbe [1iO]-, tlI0l-, and [001]-
poladzations, respectively. From Eqs.(8) and (9) follows that the epitaxial stain leads to an

additional splitting of the o- terms. The lattice mismatch changes also the energy separation

AE between the t!- and or- terms and affects the transition probabilities ln the presence of

the epitaxial shain the probabilities are given by

2^,., + 
^,( 

t +:d.)- !.,^.,
\',:w".=t+-'_-Jj7-,

zr,,,,_ !,t,(t * 
j,o\-|u,

,y., =r+____:.a__.
zt*"-!t"+ t*w',=i+---&r-. (10)

As noted above, the lattice mismatch effects are essential when the epitaxial and

structural deformations are comparable. As an illustration, the energy spacing M and the

degree of polarization P* for such case are shown by curves 2 in Fig.1 and Fig 3 , respectively.

The epitaxial shain is assumed to be negative and equal to A"p = -A5lA.]. One can see in Fig.1

that the main changes of the splitting AE take place when all the firee facto6, a stluctural
anisotropy, the lattice mismatch and the exchange interaction, are equally important. At small

and large lA","l the epitaxial effect is of small value. From Fig.3 follows that in the presence of

the epitaxial deformations the maximal value of the polarization degree is smaller' Thus, the

epita,rial effect induces a reduction of the optical anisohopy in the (001) plane due lo rhe [110]

deformations. In addition, the polarization degree shows a morc smooth decrease with A,,"]

particularly, when the deformation energy is positive, see Fig.3(b).
In summary, the ground state of exciton in a single QD with a structural anisotropy is

studied in dependence on the magnitude of the electron-hole exchange interaction Since a

magnitude of the shot-range exchange energy in a small QD is-determined by its size, the

obtained results describe implicitly a change of the structure of the exciton state with the QDs
sizes. Structural anisohopy is described phenomenologically by the deformations. The case

when the sffuctue is grown in the [001] direction and light is polaized in the (001) plane is

mostly of interest. The main results arc the following. A doublet structure of the exciton levels

is the more prcnounced the smaller are the QDs, since this is an effect of a coexistence of the

deformations and exchange interaction. The polarization effects, on the contrary, are essential

in the large QDs, because they are due to the structural deformations. When the QDs sizes

decrease, an optical anisotropy reduces. An intelplay of a sfuctural anisotropy and the lattice

mismatch leads to an additional suppression of the polarization effects. When the exchange

interaction is very enhanced and a structural anisotropy is of small value, then the splitting of
the exciton terms becomes almost independent of the QDs sizes and is determined by the

deformation energy. An optical anisotropy in this case is negligible. The theorctical results are

in a qualitative agreement with the experimental obseryations.
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Abstract
Recording and reconsBuclion of a poladzation is analyzed theoretically in fle

cases of completely polarized and complelely depotarized source of lighr

Reconstruction of an image is shown to be adequate in the saate and degree of
polarjzation, in both cases, when certain restriclive conditions are imposed upon

isotropic, anisotropic and glrotropic reactions of lhe poladzation- sensitive

medium. Realization of the extended concept of an a prrt?rion experiment is

impossible when recording is made with completelv polarized light w}Ien

unpolarized light is used, the Jones matrix of the hologam rcsponsible for the

im;ge reconstructed tums out to be equal to the Jones matrix of the object itself
with an accuracy to a constant factor' Hence, it fotlows that illumination of the

hologram with any wave of a given polarization Foduces a r€constructed field
of the objec. identical in polarization to lie field of the object illuminated with

the same wave a priori .T1le rcalizability of the extended concept of an a
prrr€r'ior.i experiment as related to polarization chancteristics of the wave field
of a hologram is established The utilization of the method described for
holographic copying of polarization devices of aftitraiy types is argued, and fte
advantages of such copies are described.

Introduction
The holographic method is known to provide the possibility of carrying out a

posterioi me siJrements of various charactedstics of a reconstructed field using a hologmm

fixed at a certain instant [1,2]. The peculiar correspondence of an object and a field scattered

by this object and recorded on a hologram allows the concept of an a posteiori expedmenl Io

be extended: is it possiblg to carry out optical experiments with a hologram, which are directly

similar to experiments with an object without loss and distortion of the information

reconstructed ? In this aspect, it is of fundamental interest to analyze how far the similarity in
information between the fields of an object and its hologram extends. Apparently, variations

in the illumination geometry and the wavelength in the process of reconshuction significandy

tansform the image and prohibit the realization of the concept of an extended a posteriori

experiment. Nevertheless, holographic copies of lenses and mirrors satisfy the extended

concept to a considerable extent, because they focus and transform arbitrary beams incident

on a hologram just as originals of these lenses aend mirrors do. Multicolorcd Denisyuk

reflecting holograms also fumish such a possibility when the color of the reconstructlng wave

is varied, In this case, the holognm forms a field that is colorimetrically identical to the object

itself [3]. In scalar holography, the possibilities of realizing the concept of an extended a

posterioi expeifient are likely to be exhausted by these particular cases.

The extended concept ol an a posteriori expeiment tumed out to be realizable with respect to
polarization characteristics of the wave field of an object and its polarization hologram. It was

shown theoretically and experimentalty in [4] that polarization holographic recording with the

use of a completely unpolarized light source maces it possible in the subsequent

reconstructron by a wave of arbihary polarization to reconsfuct a field identical to the field of
the object illuminated with the same wave. The situation is illushated in the figure. The reason

for such a substantial completeness of the holographic experiment tums out to be in the

O Institute of Cybemetics
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physicalty limiting rcdundancy of the poladzation hologam obtained in unpolarized light,
containing, according to cunent concepts, all kinds of polarization states of a source
illuminating the object h the form of wave trains rapidly following each other.

On the extended concept of an a poster'ai expe'jment in polarization

holography: (,t) light source, (O) objert, (O') reconstructed image of the
object, and (0) polarization hologram.(a) Recording of a polarization
hologmm in completely unpolarized light; (b) reconstruc.ion of a
holographic inage by a wave of a given polarization: and (c) i umination of
the object by a wave of a given polarization.

It is believed that matedal copies of various objects can be produced on this basis in
the distant futurc (from pdvate convenations with Yu. N. Denisyuk). Despite a good fraction
of fantasy, such a possibility is by no means forbidden by laws of nature (conve6ion of a
ganma quantum into ar electron-positron pair, etc.). The unique relation between spatial
ftequency spectra of an object and its thrce-dimensional hologram, demonstrated in [5], is an

argument in favor of this.
In the present work, polarization hotographic recording and rcconsftuction is considered

theoretically, in the general case of an arbitrary object and the most general isotropic-
anisotopic-gyrotropic reaction of a polarization-sensitive medium. Unpolarized light is
represented in the form of an arbitrary elliptically polarized basis of two mutually incoherent
components.

Results and discussion
First, we consider briefly polarization holographic recording with completely

polarized light of a coherent source [6].
L€t a wave of arbitrary elliptic polarization be used as a source

E = E" expi(ot + a)rl ),
lr€ J

where €=EylE*,0<€<1.
Upon passing though an object, the transmitted field is rcpresented in the folm

p
^.P"'

wlere ru."=f T" T't I ir rr,..orpt"* Jones matrix [7] ofan arbitrary vector object, and-'lm" mr' l
ldelta] is the phase term determined by the angle of intersection with the reference wave. In
this case, the total field takes the form

Eob= M"6E = E* explt(,Dt + a+ 6)]M."[1 
],

E, = E+Eoo= p, slplifor +ortrr+exnti8rv",r[1 
)

(l)

(2)
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The total field is mapped in a polarization-sensitive medium in the form of lighr
ioduced anisotropy and gyrohopy alld converts each elementary portion of it into a kind of a
gyiotropic crystal [8,9].

In this work, we do not analyze no[diffracted waves, real images, and convolutions,
because they are spatially separated from virhral images and do not introduce interference. In
this case, the Jones matrix of a polarization hologram responsible for the rcconstruction of a
virtual imase is written in the form

ru , = -frn-' exn{-i2rdio) exp(i6) x

l (D,+is'ir.,ni-n!,-'Errb:,-i€rirrr((-i',) rft.,'i€rir,xi..ic)-iririr,.+iEri'),r(i -i,rl

l(fi,,-i€fi"xi. 
-n-'-i€,ri,-iFfi.,l'i, +nc' rrir, ricri.:ni-ir'-i€('n,,-i€'nur,i-iL, 

,}

E-,' = -$i.p-'11* uu'r t

exp(-i2rdrio r expli(ro, * a'* 6)JM.,[]. 
'

Hefe, I is the hologam thickness: io is the complex rcfractive index of the polarization-

sensitive medium in the initial unexposed state; and S,il,ic are the isotopic, anisotropic

and glrotropic reactions of the polarization-sensitive medium, respectivety [10].
Once the holo$am is illuminated with the initial refercnce wave, the reconstructed field is

writtgn in the form

E-, = B" expti(cot + q)lM ,l .- I (5)
'I rel

Simple analysis of (5) shows that the reconstructed field adequate to the field of the initial
object is formed only if the conditions
(3 +nL)+0,
(3-i")=(i"+so )=0, (6)

(rL-nc )+0
are satisfied. This, we have 6=i",and ic = -i". These conditions are satisfied by a wide

class ofpolarization-sensitive media, studied in detail in [10].
Using the conditions presented, ftom (5), we get

ird
E_, =- *v.1s; -.i,'

/l \
exp(-i2rdfio)expli(orr+a+6)lM"bl .€ I 6')

This expression is equal to the object field withjn a constant factor [cornpare with (2)].
However, if we illuminate a polarization hologram with a teconsaucdng wave whose

characteristics are different from those of the refercnce wave (€'+e,Q'*o), we detect
ineversible transformation of the image polarization with respect to the field of the object
illuminated with the same wave,

(4)

(5")

Hence, it follows that it is impossible to carry out an a posteriori experiment in
accordance with the extended concept. This restriction proves to be fundamental and follows
ftom the principle of operation of a polarization hologram in the case of completely polarized

of a cohercnt soulce.
If a polarization hologram is produced with a completely unpolarized coherent source,

the situation is ndically different. Such sources are widespread in labomtory practrce and are

technically realized by coupling an isotropic working medium of a laser to an isotropic cavity,
for example, with the help of vacuumtight bellows for gas lasers.
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Let us first we consider the field of the total wave E:.. in the combination of the

rcfercnce wave E. and the object wave E.h.- with the completely unpolarized light from a

coherent source
E",.=E"+Eoa,

E. =E.e*piJTs:loe^"*pip['in0 ^]. (11-' -'-' \sino.J ' l-cosoj
- -l A^exPiQ, l^ .JB,exPirY,)

E* =ME,gxp-i$=exp-i6{ o' '. lOe\p-rd ^ .. . I-- 
l,{yexprQy J Iu, exptru) 

J

Here for simplisity (and without loss of generatty) the illuminating wave of the source S

will be assumed in the subsequent calculations to be represented as an orthogonal basis of

linear polarization with the poladzation vector odented at an angle e. The reference wave

propagiates along the z axis. The Fopagation of the object wave is at a small angle to the z

ali, and is descdbed by the co[esponding phase shift 6 in the recording plane 0 of the

hologram. The maaix M is the Jones matrix of an arbitrary anisotropic-gyroftopic object The

incoierent components of the object wave, rtritten in explicit form, describe completely the

radiation ransmitted through the object. This sign @ means the incoherent summation of the

amplitudes u1,141. The real part of E:.,describes the electric field vector

Re(B,") = pcos@t + qsin ot,

- _fE^ cos0cosc+ A^ cos(Q* -6)@[E" sinocosp-+B- co(\t, -6)]_.], (E)
P - 

[ E, sin ecosc + Ay cosiQ) -6) e [-E, cosOsin B + B) cos(\U) - 6)l 
J

fE^ cos0sin c+ A, sin(e, -6)@[E" sinesin0+ B, sin(v, -6)l J
q = -l e,.inor;n,t - Ar sin{e) -O) @ [-E, sin osin 0+ By sin{\u } - 6)l 

J
We assume that the potarization-sensitive medium of the hologram material reacts to the

actinic radiation in the most general way, reflecting all three Stokes parameters of the

combined radiation. This is equivalent to i + 0, ir + 0' ic + 0 , where these symbols are the

coefficients of the photosensitive medium that describe its isotopic' anisotropic and

gyrohopic response to the action of elliptically polarized light [12]:-' ih" Jones -ut ix of this medium has been derived in the linear approximation in [13]

and has the form

MLc = exP-iKdno(l-T o) x

f,-$,rc,o,'+q,'+p,'-0,',1: :".lL 2 
^r'r,, 

"',, /
where ll = (1+ ito ) / no (l + ro'?) , no and to are the initial refractive index and extinction of the

holographic medium, and

*,, = r-$ril,[p,'*e ,'-tn,'+q,'t]

., =-T[h,z<p,p, + q,q,) - iio 2(p*q, - p,q* )]

^^ = -ifp'lt"z1p"py + q,qy) + iic 2(p,q, -p,q,)l

., =r*fol"b-' *q*' -(p,' *q,')l
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From the matrix we use only those components that are responsible for forming the
reconstructed field, and we substitute into them the values of p and q from Eqs.(6) and impose
the conditions 3 = n" = -n. , which ensure that the state of polarization is restored without

any distortions. For these conditions we have

M ,,- = kexp-i6(exp-idA +exp-ipB),
wherc

(10)

k = -irdtri r E, exp- iKdn o 
(1 - ro ),

^ _ (e, expig. 0 ) cos0 sin 0 ]^-l 0 A"expig, lcosO s;n0J'

^ f B. expiv, 0 {sin0 -cosO)
"=t 0 B,expry"fsin0 -cosoJ

It is easy to see that illumination of the hologram (10) by the light of the initial
reference wave gives the reconstructed field of the object up to a multiplicative factor

E-r.. =M-,.-E, = kE"o," (11)

write (1)-(4) when, unpolarized light is represented in the form of an arbitrary elliptically
poladzed basis of two mutually incoherent components:

e.. = r, 
"*pprcot 

+,pr{f,l
\-- /

*".*,1{-..'-;)li")
(11

where eand \U are the initial phases of two mutually incoherent components of completely

unpolarized light, rcspectively.
The field of the object illuminated with wave (1') is wdtten in the form

E.o _ = E, erplj(or +rp.6,1M""(lr)o

@ E, *pl4 ,'.' -+ ll'""f1'JL' _/.1 \',
In this case, the field of the total wave takes the form

Er.* = E,- +E"0,-.

(2')

f, -rl /ir\
Or-expl il ort-y-i lltt+expri8rt'1."r| ,' IL\ z)J lr,/

After cumbersome transfomations with conditions (6) taken into account, the Jones

matrix of the hologram thus obtained tums out to be

rvr-,,,- = -$i" 
"*p1-i2Kdffo) 

exp(i6)M.b.

= E- expli(ort + e)l(r + *oG6)M.")[t 
]@

(31

(4)

It follows from (4') that the Jones matrix rcsponsible for the formation of the virtual
image is identical withi! a factor to the Jones maaix of the object itself. Hence, it follows that
illumination of the hologram with any wave of a given polarization produces the reconshucted
field of the object identical in the state and the degrce of polarization to the field the object
illuminated with the sune wave a priori. Thus, any ellipsometric expedments can be carried
out the hologam, the same as with the object itself.

The situation appears paradoxical to a considemble degrce. Thus, a polarization
hologram obtained with an unpolarized souce of light tums out to be more informative
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compared to the case of a completely polarized souce of light and 
^llows 

an a posteriori
experiment to be performed in accordance with the extended concept. The paradox manifest
itself in the fact that the entropy of unpolarized light is higher (the thermodynamic
temperature is lower) than that of completely polarized light (corespondingly, the
thermodynamic tempemture is higher) for equal energies [15,16]. Nevertheless, an
unpolarized cohercnt source of light appears to be more informative in holography. Such a
situation may genemte a need in the reformulation of notions of the nature of unpoladzed light
in comparison with the existing ones. In [4], possible mechanisms for the explanation of this
phenomenon on the basis of a photon echo and other [17] were proposed. However, the
theoretical analysis caried out in this work does not require any special mechanisms for the
operation of a polarizatiofl-sensitive medium compared to familiar ones. We believe that the
most natural explanation is in a higher (maybe, physically limiting) redundancy of a
polarization hologram produced in unpolarized light in comparison with the case of
completely polarized light.

It should also be noted that the series of experiments carried out earlier confirmed the
preliminary theoretical consideration in full [4]. Expedments on copying a number of
polarizing devices (linear polarizers, quarter-wave and half-wave phase plates, etc.) by the
method described above were also carried out. In complete agreement with the theory
developed, the operation properties of polarization holographic copies produced at a single
wavelength tumed out td be almost constant over the entire mnge of opemting wavelengts in
the transparent region of the holographic material,
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lntroduction
The work describes synthesis of polarized hologram by micro phase plates. There is

considered the case of obtaining hologram by linearly polarized platre waves u,2].
In [1,2] works discrete form of hologram was studied obtained by linearly polarized

plane waves. The sampling points on the hologmm were chosen points, where interference of
object and reference waves give linearly polarized light. was shown, that if amplitudes of
reference and object waves are equal, then for synthesis of polarized hologram, distribution
the identical micro phase plates in the sampling points of the hologram is sufficient.

It is necessary, only, .that the phase plates' optical axes coincided to the polarization
vector of summary wave in those points.

It is clear, that such way of coding is not nonnal for the case, when the amplitudes of
reference and object waves are not equal to each other. In common, at sampling points, with
coding of polarization vecto/s dircction will be necessary coding the module of the same

vector.
This work offers the method of coding the module of polarization vector with

anisotropical grains. By that method in sampling poi[ts, in unit area circle random location of
micro half-wave phase plates took place. Their concentration is proportional to light intensity
and optical axes are coinciding to the light vector in sampling points.

There was shown that the hologram obtained by such way of coding is polarized.

This work has interest not only for computer-aided synthesis of polarized hologram,
but also for optical holography, as for some cases it could be foundation of anisotropic grains
photoinducing in anisohopy photoinducing layers [3,4].

2, Coding of optical information by anisotropic grains
As we noticed, in recording wave poilts having linear polarization, we bring to the

conformity in circle having unit area to the anisotropic grains scattered randornly
Concentration of grains is proportional to the light intensity, but their optical axes are

collinear to the light vector.
Fig.1 depicts schematically the circle having unit area and the grains located in it. The

arows show the a,\es of grains.
Suppose that grains represent half-wave phase plates. Then acting of grains on the

polaization vector of illuminating light will be described by following Jones's matrix [5]:
fcos2tlt sin2y Itt.
lsin2v -cos2V J

where 'ry is an angle constructed by optical axis of phase plate to OX axis of xof coordinate

system. From here follows that, in sampling points for Jones's matdx of grain collection, we
can write
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wherc ,42 is a module of poladzation vector in sampling points.

So, according to the offered rule of coding in sampting points a holo$am influence on

the polarization of the illuminating light is described by (2.1) matrix.

3. Discrete representation of the int€rference pattern of linearly polarized plane

waYes
We examine superposition of linearly polarized plane coherent waves according to

specially selected sche-" i1,21. R"f".enc" *ave was incident the xoy plane normally and the

object wave was incident inctined (lee Fig, 2) T\e wave vector of objecl w-ave constructs

ungl" ,o th" XOf plune's nomal, but its polarization vector is situated in the XOy plane and

constructs angle to the axis OX
It it -"1"-, 

that rcference and object waves light vectors in the plane of waves

superposition is described suitable to the formulae:

Eo =daocosat, E, =6a'cos(at-l<ysi"0)- (3 1)

Here Z is unit vector directed across the polarized vector of reference wavel d is unit vector

directed acrcss the a,\is OX; ao alld a, are properly amplitudes of reference and object

' 21r
waves; trl rs cycllc rrequency; K = - 

is wave number; l is length of wave; t is time

variablei y - coordinate ofobservation point

Following from the expression (3 1) projections of summary waves' light vector will

be on the coordinate axis:

E, = ao sin (x cos a)t, E, = (ao cosc-+ a tcos(lq sinl))cosat + a, sin@ sin O)sin rot ' (3.2)

As it is known [6], polarized light is comptetely characterized by Stokes four

parametem. To examine that for (3.2) wave, Stokes all four pammeters will be harmonic

function of coordinate y with the period -1= is not difficult. As according to the sampling

theorem for discrete representation of harmonic function [7] is sufficient to take two samples

on each period. that ii why for discrete rcplesentatron of wave (3 2) taking samples with

interval ._: wilt be sufficient

We select points of sampling where wave (3.2) is linearly polarized lt is clear [6] that

the coordinates of those points are defrned from the cotrdition sinQq sin9) = 0 and is equal

to
), (3.3)

" 2 sin9
where m=0,!1,.,. So, those sampling points are satisfying requests of the sampling

theorem.
At the sampling points (3 2) obtains following form:

E, = aa sinctcosat, E,=\aocosa+\-1) a,)cosat

That is why state of polarization for even rn in sumrnary wave defines:

a^ sincl a^aosd!'sinv,=ff,,osv,=ff, 4=.,lai-ai-2aoa,cosct

But for odd m it defines:

, 
"orry, =Uffa, A, = ",{o1o + ol - 2ooo, 

"o' 
o . (3.4)

A j,2 axe

ao sinct

where Vr.2 is an angle conshucting by potarization vector to the axis OX, and

amplitudes in the summary wave
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So light polaization parameters in sampling points are defined by formulae (3.4).

4, Construction of discrete hologram and pattern reconstruction from it
, ,Now suppose, at the sampling points on the hologram are distributed half_wave phase

plates by the said r'les of coding. Then we shall have one-dimensional grating, for the nodes
of even numbers of which according to the formulae (3.4) and (2.1) the J6nes riatrix will have
followine form:

and for odd number lodes

l(no*ta+o,)' -oi rin'?u 2(ao cosc.+ a,po sina l
l2lao cosu+ a,po sina -(aocosa+a,)t +a]sin,u)'

l(ooroto-o,)' -oi rin'.a 2(ao cos u- a,foo sina I
l2(aocosa- a,\o sina -(aorosu-a,f +ajsir,r,'l'

| (Q" 
"o"o* 

o,)' - o! sin'? a)cosg + 2(ao cos a+ a,foo sinusinp I
l2lao cos u + a,foo sinacosp +\-(ao cos a + a,), + aj sin, a)sinp)'

| (Q" *" o- o,)' - ol sin' a)cosg + 2(ao cos u- a,\' sinasinp l
l2(ao cosu- a,foo sinacosg+l-(ao cos a - a,), +al sin, u)sinB )'

(4.t)

(4.2)

(4.3)

(4.4)

(4.s)

the light will have
another polarization

(4.6)

Suppose, that constructed discrete hologram is illuminated by refcrence wave,
polarization vector of which constructs generally angle to the axis OX Maxwell's vector of
such wave is given in [5]:

fcos0l
Lr,:rFl

_. .!ggq9r" that light in hologram is transmitted only thrcugh the anisotropic grains.
Then, if (4.1) and (4.2) mat.ices multiply on the vector (4.3), we 

-obtain 
Maxwell vector of

wav€ reconstucted from the hologram. It will be suitable for even and odd sampling points
on the holosram:

So, in the rcconstructed wave in even points of sampling
polarization determined by (4.4), and for odd numbers will havi
determined by (4.5). Both of them are lin€i{.

,',",1'r::l:_lll

Points determined by even numbers make one grating and odd numbers another
gating. The period of both gratings is the same. But $ating constructed by points of even
numbers is shifted by rhe half of period then graring constructed by odd numbeis. That is why
it is clear that both gratings will make similar diffraction orders, but in given order they wiil
propagate waves generally in different phase [7]. In even number diffraction orders (4.4) and
(4.5) vectors will be surnrnarized and in odd number diffraction orders they will be sub'acted.

As it is known from reference [7] pattem teconsrucdon from hologram takes place in
all order with odd numberc. That is why we are inrerested in subtaction of (4.4) a;d (4.5)
vectors, which has followins form:

... . Y" see, rhat from hologram synrhesized from half-wave phase plates, during
illumination with reference wave takes prace reconstruction of object wive (the reconstructed
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wave is linearly polarized and its Maxwell vector is proportional to the amplitude

wave), When reconsfucting referelce wave is exact copy of recording wave

according to the (4.5) object wave will be reconstructed from hologram with
polarization:

l1l
4aoa,l 

^1.tu I

i.e. Maxwell's vector has dircction of axis OX in reconstructed wave.

Figures

Schematic of gain clusters within the unit circle; the
arowed lines indicate the directions of grain optic axes.

of object

G=d)'
its own

5. Conclusion
So, we have shown that synthesis of polarized hologram is possible by half-wave

micro phase plates. If we locate the half-wave micro plates in linearly poladzation's points of
linearly polarized plane waves hologram so that their effective area is propotional to the

intensity of light and optical axes arc parallel to the vector of polarization in this points, is
possible to record and reconstruction of polarization vector of subject wave.
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The chemical method of obtaining fenomagnetic suspension and its modification (l)
considerably increased the number of works investigating the physic-chemical characteristics
of magnetic liquids (ML) (2). This gave possibility to solve fundamental problems as well as

applied tasks on the bases of application of the unique properties of ML - colloidal
suspensions of ferro- and ferrymagnetic materials in the nonmagnetic liquid medium.

The first investigations were mainly connected with the use of the ML in technique,
later ML were applied in biology and medicine. we investigated the toxic effects of ML and

its ingredients on the culture of cells and on mice, rats and dogs. We showed that oleic acid is
toKic and it has lethal influence in dose 400 mg/kg, at the same time the particles of magnetite
(PM ) have not such effect (3). So it was impossible to use ML directly in biology and

medicine, despite of quite high magnetizing of saturation. Therc arc some data about the use

of PM for controllable contrastization of hollow organ (4), maldng depot of medical
preparation (5,6), local increasing of temperatufe (7). But the liquid magnetic mixtures used

in these works are not steady in the biological objects. It results in thei. sticking together,
aggregation and loss of thefu magnetic property.

All this raised the problem of creating a new class of BFML, the physic-chemical
chancte stics ol which arc compatible with the vital processes. Such BFML must not have

toxic effects on all the levels of a living organism, must be steady in a biological rnedium
w,ith high magnetization which will allow to use their magnetic, reologic, hydrodynamic,
mechanical and the other prcperties for medical and biological pulposes.

The method of obtaining BFML consisted of obtaining PM, cleaning it thoroughly
from the ions of soluble salts, addition of stabilizer, hypersound dispersion, heating and the

consequent centrifugation. In some cases the methodology varies insignificantly. The
biological objects were: stray dogs, male rats of Wistar weiging 180-200 g, laboratory white
mice and the culture of the spleen cells, culture of Coldish staphylococcus, and culture of
Escherichia coli.

The magnetite concentration in the experiments were determined by the level of signal
of fenomagnetic resonance on the radiospectrometer RS-1301 (USSR). Hypersound
dispersion was canied out on the device URS-7N (USSR). The photos were obtained by the
elecftonic microscope JEM-100 (Japan). Reductive-Oxidative potentials (Red/Ox pot) were
obtained by potentiometer LP-60 (USSR). Concentration of oxygen was investigated on the
radiometer ABC-I (Denmark). The constant magnetic field was created by samari-cobalt
nagnet with induction of magnetic field 5kdm. Steadiness at gravity field was defined on the

centrifuge VAC-601(DDR), separate factor was 60009 during 15 minutes. Steadiness of

O Institule of Cybe.netics
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BFML in biological medium was studied for identical pH with appearance of pM of size
more then 1000 nm by the optical microscope BIOLAM (USSR). Magnetization of saturation
was measured with a ballistic method on the device made esDecially for this pumose,

BFML synthesized by us are PM rhe size of which is 100-lj0 Ao They are stabitized in
water solution with biologically active compounds such as sodium salt of ATp, ascorbic acid
(vita C), pyridoxine (vita 86), rwin-8o, fibrinogen, human serum albumen, ,y-aminocaproic
acid, citdc acid, pepsin, cholesterol, lecithin etc. The properties of the svnthesized BFML
were characterized by the following indices - rhe size and ihe density of iM. magnetization
of saturation, steadiness in the field of gravity, pH and steadiness in the range of pH, the
concenftation of feromagnetic phase, steadiness in a biological medium (8-17). The size of
the obtained materials gives possibility to study the processes of action particles on the cells.
It was established that even during the first minutes ofinjection pM into the vessels ofthe

-l
l-

Figure 1 Liver tissue (x 30000 ) after 7 day following rhe injection of pM.

experimental animal PM penetrate into the cells of kidney, spleen and lungs, This occurs
without any visual injuries of the outer membrane of the cell, probably with the transpofi
canals (Fig 1). The terminal target of the PM are the cells of reticulo-endotelial systems of
liver, megacadocytes and polymorphnonuclear leukocytes of the braif bones and so the
macrophages
of lungs. This allows to conclude that PM taken out of bloody system and then from the
organism have an ability to penetrate through the walls ofcapillaries are typical.D The balance of quantum of magnetite injected and taken out of the organism shows,
that abovt'7-IsEo of dispersional phase reserves in cells of reticule-endothelial systems. 302,
of this quantity dissolved, forrning metal-albumen complex. The speed of taking out the
magnetite from the organism is determined by interacting of particles with the membranes of
endothelial cells and macrophages in the system of microcirculation and it happens by
changing the physic-chemical properties ofthe outer environment ofcell. It may be connected
with decreasing of binding and surface density of membrane, changes of pH, Or/Red pot and
pO2 activities ofthe water over the region of contacts ofthe pM with membrane.
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It is found potenciometrically, that injection of BFML through the circulatory system

makes deep decreasing of pO2 of biological environment. For this time there is change of pH

to the alkaline side and Ox,/Red pot in the region of accumulation of reduced forms.

Changes of energetic metabolism in case of permeation of the PM into intercellular
medium induce changes of biological activity of cells. The lipid layer of the membmne and

the sizes of particles have the same order and higher affinity between each other, which

makes the hansportation prccess easier. But the electrostatic baffier prcvents approaching of
the PM and membrane of cell and despite of intensive thermal movement characteristical for
the small pafiicles, the PM do not permeate into separate cell sfuctures (18).

The results of the investigation caried out for studying the interaction of th€ PM with
bacterial cells are of great interest. Goldish staphylococcus and Echerichia coli were used as

the objects. The culture containing 10'-10' cells per ml was added- to the magnetite

,u,p"o.ion, the final concentration of *hi"h in the solution was 2,5xl0ra PM/ sm3 and pH

was 8,5-9. The solution was mixed by samari cobalt magnet during 1 min and then put on the

magnet till its full division into layers. Time of incubation lasted from 1 min till 4 hours. It
was established that for the corelation of pafiictes 10110o per 1 microbe cell is noted full
sterility. The electronic microphotos of bacterium, the time of exposition of which with PM
was conespondingly 5 minutes and 3 hours are presented in fig. 2 and 3.It is shown, that if
dudng the fi$t minutes of the experiment, on the walls of microbe cell there are no injures,

then after 3 hours the cell is deformed and filled with PM.
As the volume concentration of dispersion phase and microbe cells is below l7o it may

be considered that casual accumulation of particles around the cells is hardly probable.

Figure 2 Staphylococcus ( x 120000 ) 5 nin after incubation with PM

The quantity of particles around the microbe cells does not depended on pH in the

mnge of 3-8, that testifies absence of the influence effect of the size of dzeta potential on that

process.
On the bases of the literature and the results of the experiments carried out there was

predicted the availability of long active magnirophoretic powers, generated by cells and

representing themselves coherent oscillation of frequency l0'110"h2. The magnetophoretic
powers genemted at this time are more than elecirophoretic ones. That may be the rca,son of
directed motion of PM on the surface of cell ( 19).
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Figure 3 Staphylococcus ( x 120000 ) 3 hours afler incubation wilh pM.

Desfoying of walls and membranes of microorganisms following it may be connected
with magnetostrictional or thermal heating, So there exists a possibility of energetic
destruction ofbiological membrane and as the result ofit, permeation of the pM into the cell.

DUmmary
The magnetic particles measured by EPR radiospectrometer and determined in celis by

the method of electronic microscopy may serve as an instrument for investigation of
biophysico-chemical mechanism of activitv of cell.
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Pseudoform-an Optical Element Forming a pseudoscopic Image

Sh. D. Kakichashyili
Ins tit ut e of Cyb emetic s

_ In microwave antenna engineeing it has been known for a long time that a collection
of plane-parallel metal plates has a directing effect on radiation [1.2]. However, the fact that
devices of this type also focus optical mdiation and that this effect is easily described in terms
of geometric optics has been neglected. In contrast to ordinary lenses andminors, this device
forms a pseudoscopic image, and the fact that this is the only altemative to an ofihoscopic
image gives promi.e of definire applrcarions.

Consider a system of that mirror layers situated above the optical axis, on whish an
object is located at a distance -s [Fig.la]. We employ below the ruie of signs _ a standard
piocedure in geometric optics-for the segments and focal lengths [3]. Given the height yo and
length d0 of the initial layer closest to the axis, we construct an image by the system of rays
emanating trom a point of the object and undergoing only one reflection on each layer. In the
general case, some mys pass through without being reflected and others undergo multiple
reflections. In is obvious that for each position of the object and given characte stics of the
setup )o and d0 can always be chosen so that there would be no multiple reflection. Under
th€se,conditions an image of a point is formed at a distance s/ in the form of a scattering spot
ofdefinite dimensions. A simple calculation shows that the dimension ofthe scattering spoi in
a plane perpendicular to the axis is

(1)

where y, is the height ofthe zone of the nth layer.
The collections of mirror layers in Fig.la clearly functions as a cylindrical lens in the
meridional sections. If this setup is crossed with a second, identical setuap then an rmage rs
also formed for the sagittal section. Ultimately, it is possible to form a sysiem of rectangular
elements with minot layers which will operate in both sections simultaneously(Fig.lb).It is
easy to see from the drawing that the system desc bed above forms i pseudoscoprc rmage
with unit magnification. Thus an object closest to the system is focused iloser to the system
than a more distant object. Moreover, it is obvious that if a converging pencil of rays is
incident on the system, then a diverging pencil emanates from the system. I; the latter iase,
tle virtual image formed is also pseudoscopic. This provides a rationale for naming the device
described above a "pseudoform" (from the Greek pseudos-false +the Latin formare to form).
Altholgh rays which have passed through without reflection are spatially separated from the
uselul image, in many cases it may be necessary to eliminate them completely. Then a
separate calculation must be made for each position and angular size of the object. This
reduces somewhat the generality ofthe operation ofthe pseudoform.

A geomet c-optics calculation of the length and height of the zone of the 
'lth 

layer
gives

^ - 2do!"
P-)t---- 'lr +40

do
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Fig. 1 a) Ceometric scheme of the operaiion
opemtion of a rectangular pseudoform.

of the pseudoform:b)

where D is the linear aperture of the pseudoform.

As an example, we give the following dimensions: n = 100, do= 0.2 mm, 'vo = 269

mm, s = -100 mm,l^ = 0.25 mm, y,, = 250 mm, D =50 mrn. In this example the length of the

mirror layers from the zeroth to the last zone changes insignificantly d, - d0=0,05 mm. The

distance between the layers also varies insignificantly: l,- )" r =0.4008 nrm;yl -10 =

0.6234 mm. The size of the scattering spot is p=0.998mm.The characte stic of the
pseudoform for viftually any given resolution and aperture ratio can be calculated with the

help of Eqs.(l) and (2).
We now consider the operation of a pseudoform in combination with standard lenses.

Because of the asymnet c arangement of the pseudoform with respect to the optical axis the

off-axis fragments of these lenses must be considered. From the relation between conjugate

segments of the pseudoform s'=-,r it follows that the two positions of the pseudofom
lelative to the lens are substantially nonequivalent. This has no analog in Gaussian optics of
ordinary optical systems. Ifthe pseudoform is placed in front of a lens, then the position of the

conjugate segment where the image ofthe object is formed can be represented in the form
lll^

(J,)
r" f t+d

where d is the distance between the pseudoform and the lens and/'is the focal length of the

lens. When the pseudoform is placed behind a lens, the conjugate section is represented in a
form diffefent from Eq.(3):
I (s+f')

(4)
s" (s+f')d-f's

An entire series of unusual designs can be obtained for well- know optical systems on

the basis of the difference between Eq. (31-(4).

In order to verify the above discussion, a pseudoform was conshucted consisting of a
collection of aluminum- coated glass plates in the technicalli simplest variant. The entire
collection of plates was optically glued together and cut in the transverse direction. Then the

enhance and exit sudaces were optically worked. Ultimately, two such plane- parallel plates

were optically glued together in a positjon crossed with respect to the layers. Each aluminum-
coated plate was 1,2 mm thick. The pseudoform of 10x10 mm. The presence of the glass



medium had virtually no effect on the optical properties of the device, though undoubtedly in
a future implementation of the device it must be taken into consideration.

BI
Fig. 2 Images formed by the experimental pseudofom: a) Ashcheulov
optical test pattem (reduced by a factor of two), b) image of a
luminescent cross (reduced by a factor of two); c) three-dimensional
scene focused on a nearby object (full scale); d) three-dimensional
scene focused on a distant object (full scale).

Figure 2a displays an image obtained of an Ashcheulov optical test pattem by means
of the pseudoform described above. The spots to the right of and below the image were
formed as a result of reflection of rays only from the horizontally or the vertically oriented
elements of the composite pseudoform. The spot at bottom right was formed by light passing
through without rcflection. It is evident from rhe photograph that they arc spatially separated
from the useful image and, as indicated above, they result f.om the mismatch of the
charactedstics of the device and the position of the object. As an illustration of what was said
about the secoldary rays, we present an image obtained of a cross using the same pseudoform
(Fig. 2b). Figures 2c, d display photogmphs of a three-dimensional scene in the form of rwo
identical sculptures with focusing on a neatuy object (s=-100 m/r) and a disrant object (.r =-
200mm) object. The experiment conJirmed unequivocally the pseudoscopic character of the
three-dimensional scene focused by the pseudoform. The device resolution calculated from
Eq.(l) to be 1.7 lines/mm agrees with the value measured directly f.om the optical test
pattem:1.6 lines/mm.

The possible applications of the pseudoform and its holographic implementation will
be discussed in a future work,
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Polarization Holographic Memory of Superhigh Capacity

Kakichashvili Sh., Kilosanidze B.
Inst itute of C\) be metic s

Abstract
The model of polarization holography memory in the cylindrical block of
polarizaiion sensitive media with use of 90o scheme of adding of operating
beams has been described. It is shown experimentally rhe possibility of
obtaining the big volume of recorded and readed information wirh ultimarely
low noises and high selectiviry ofreading. The preliminary estimations show
the possibility of receiving rhe superhigh (up to I Terabir) volume of data
storage by means of described system.

In 1963 Van Heerden discovered the ability of three-dimensional holograms to perfom
integral operations similar to associative accesses in memory systems [l]. Some of the
estimations of holographic memory systems by Yu.Denisyuk [2] are dedicated to the similar
problems.

The above-mentioned applications of holography for the creation of optical memory
systems arc based on the scalar theory of electromagnetic waves. In this case it is assumed, that
it is possible to record and reproduce holographically thrce wave field characteristics:
amplitude, relative phase and wavelength. As it is known, this possibility is given by the
recording of the distribution of intensity of the summary wave throughout the surface and
volume of a hologram [3,4]. However in scalar theory of holography an important initial
characteristic of an object wave field r its polarization state - is not reflected on a hologram
and is not reproduced dudng reconsffuction. The schematic solution of the polarization
reflection in scalar methods of holographic recording and reconsruction didn,t succeed
bpcause of the principally unavoidable distortions.

The experimental attempts of creation the holographic memory systems in the
framework of scalar method ended in failure because the mutual influence of rccorded pictures,
the sharp drop of the contrast of restoted images and rapid satuBtion of recording medium.

With the appearance of the polarization holographic method, that assums the recording
of holograms in polarization sensitive media possessing the so-called Veigert,effect [5],
essential more rich prospectives appear also for holographic memory [6]. This is due to the
appearance of the possibility of adequate reflection in each point of recording medium
additionally three more independent characteristics of a wave field: ellipticity, odentation and
rotation direction of a summary light ellipse. In this case the polarization hologram nrms out
similar to a gyrotropic crystal with spatially va able characteristics according to the volume of
hologram [7]. Such principally limiting ample quantiry of the initial date recorded on the
material canier enables ultimately complete information to be recorded and in principle should
allow the information ofultimately big capacity to be.ead too.

The model of holographic memory with the use of polarization scheme of recording
and reconstruction at the 90' angle of meeting of operation beams was experimentally
investigated by us. The recording was made in a cylindrical block of the polarization
hologaphic medium. The linear polarized object and rcference beams for which the direction
of oscillation of electrical vectoG in the whole volume of recording medium was orthogonal,
were used during rccording (Fig. 1a). Such geometry of the scheme allows to exclude the
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influence of the scalar reaction of recording medium and the necessity ofits agreement with
the vector reactlon of the same medium [7]. The lightsensitive block had the possibility of
rotation around the axis of a cylinder holding the a$itrary position from 0o to 3600 relative to
an object beam (Fig. 1b). The reference beam passed the block volume from the side of
generatrix of the cylinder. For the exclusion of the disturbance of the parallelity of a reference

beam inside the block it immersed in the immersion with a refraction coefficient which is close

to the material of the block (it is not shown in Fig 1). The object beam passed through the

whole volume of recording material, holographically recording in it while meeting the

reference beam. So the scheme allows each direction of a reference beam to check an

independent object beam. In this model the memory system is the additional summation of
many polarization holograms that were obtained by successive exposition one and the same

volume of a medium at vadous o entations relative to operating beams. The polarization of a
reference wave and an object wave remains constant during recording The isotropic amplitude

transparences were used as objects. ln the process of reading a recorded picture is taken out of
memory without disturbance from other pictures in the direction of a rcfelence beam

conesponding to this picture or during the rotation of the holographic block (Fig. lc). Two
types of poladzation sensitive materials were used in the expedment: alumina-borosilicate
photochromic glasses and polymer with azodye "Mordant pure yellow" introduced into the

matrix [7]. The materials with optically polished surfaces were given in the form of a cylinder
(diameter 10 mm, height 2 mm). The recording was done with polarized radiation of He-Ne

laser (1, = 632.8nm) and He-Cd laser (l:441.7nm) which is actinic for the used mate als.

As the experiment served only to get estimation conclusions we confined ourselves to

about 50 sequential holographic recordings in each of the media. Angular selectivity of reading

the neighbouring images experimentally defined amounted to 1 angular minute. In the process

of restoration independently recorded pictures practically did not influence each other. The

diffuse noise according to visual estimation did not exceed the scattering of both the recording

media before recording. For polymer sample there also was caried out an experiment of
nondestructive reading by means of nonactinic radiation ofHe-Ne laser. In this case the change

of the direction of the angle of reading in meridional section of the scheme enabled the image

with diffraction efficiency of the order of 107, to be restored. This fact is especially important
from the point of view of preserving the memory system while reading and in conditions of
room Emperature.

The received preliminary expe mental results give reason to make estimation

calculations of storage capacity of the described system. We can conclude that the system in
principle can record about l0a pictures by the number of the addr-essed directions of a rcference

wave. In case of the supposed volume of one picture of about l0' bir the capacity of the system

is 10'! bit with the density ol storage of about l0' bit/mm'. The increase of the size of a

cylinder block of recording evidently increases this density.
It will be noted that the capacity of the memory system evidently can be increased still

twice replacing the entrance face of a cylindrical element by the exit one. Besides there is still
one mori real possibility of increasing the capacity of memory up to the volume in terabit (1012

bit). lt follows from Fig. 2 that by changing in meridional section of the upper half-space so

that the polarization vector of a reference wave is perpendicular to the picture plane, we can

succeed in preserving the main features and merits of the proposed scheme with the essential

increase of the volume up to the meanings given above. In this case the consecutive positions

ofthe reference wave in the meridional section are taken also with step in I angular minute

The proposed model allows memory element to be copied. Two light sensitive blocks:

the original on which the whole information has already been recorded and the copy on which
it is supposed to rcwrite the infomation, - join each other and have the possibility to tum
around like the whole. The system of re-recordilg is lighted by the common reconstructing
(reference) wave. In this case the wave tecoNtructed by the o ginal adds in the copy-block
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with the reference wave and is recorded in it. It is also possible to imagine the scheme of
recording when both the blocks are simultaneously lighted on all sides like a circular hologram
and the process of re-recording of all the picture is done at one go.

In conclusion we shall note that the described device can also solve problems of
identifying optical images [8]. Each hologran in this case plays rhe part of a poladzation
holo$aphic spatial filter. When presenting the identifiable object to the device, when the
correlative signal appears in one of the directions from the cylindrical block of the hologram
we can judge about the presence of the image of the given image among the collection of many
images initially recorded in the block of memory.

The authom thank Prof. V.Sukhanov for giving one of the media to record polarization
holograms used in this work, and also D.Kahkichashvili for useful discusions.

FIGURES

Fig.l. The scheme ofrecording ir ihe block ofmemory:
a) of one picture; b) of another picture while rotating
the block at some anglei c) the scheme of reconstruction

Fig.2. The scheme of recording while changing the direction of
p.opagation of a reference beam,
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Dispersion of the Rotation of the Axis of Photoinduced Anisotropy in
Polarization-Sensitive Media

Sh. D. Kakichashvili and S.S. PetroYa
Institute of Cvbemetic s

The rotatiofl of the axis of photoinduced anisotropy was fiIst described in [1] In an

initially isotropic medium illuminated by polarized light the axis of the photoinduced

anisotropy is found to rotate relative to the direction of polarization of the radiation that

induced it. In more recent publications, no attention was paid to measurements of the

orientation of the axis of the photoinduced anisohopy , since it was assumed a priori that the

axis of the induced anisoftopy coincided identically with the direction of polarization of the

light [2,3].
Recently, studies in our laboratory have revealed that rctation of the axis occus for a

very broad class of polarization sensitive media prepared by various means.

In the present letter we present illustrative data on the dependence of the angle of
rotation on the wavelength of the analyzing light for the azo dye mordant pure yellow [4]
inhoduced into a gelatin matix, and a silver-halide finely dispersed photographic emulsion

VR-P [5], developed in an aqueous solution of paraphenylendiamide. This study is intended to

draw the attention of investigators to the rctation effect, which we believe contains important

information on the photo-induced processes at the elementary level and on the stucture of the

absorbing oscillators.
For the measurements we used a modified SF-18 spectrophotometer with a polafoid

placed in the measuring channel parallel to the plane of poladzation of the illuminating beam.

The samples were fastened in a holder with a precise graduated circle that could be placed in

the measuring channel in ftont of the polaroid.- 
The holder with the sample was fastened in the illumination system and the plane of

polarization of the activating light was marked precisely.

With this sensing system for the measurements of the light-induced anisotropy, the

rotation of the axis of anisotropy when the modified spectophotometer is used is calculated

by the formula [6]:
| 1",-I-^,

o = -'"'un I*- Io'
where I is the measured intensity at the corresponding angles

6ae 69 ,* )a

FIG.1
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of orientation of the sample relative to the system of the measuring polarizer.
In Fig.l shows the calculated curves of the angle of rotation as functions of the

wavelength of the analyzing radiation, These curves are for the mordant pure yellow azo dye
in a gelatin matdx. The illuminations was at the wavelength ), -488.0 nnftom at argon laser.

Curves 1.2. and 3 conespond to an energy d ensity of 22,90. and 300 J/cm2 . respectiuely.
Similar curves werc obtained for illumination at the wavelengths 441,6, 457.0, and 514.5 nm.

In Fig.2 shows the dependence of the angle of rotation on the wavelength of the
analyzing light for the commercial photographic film VR-P, developed in a 0,lqo aqu.eo.us

solution of paraphenylendiamide. A. He-He laser operating at the wavelength )"=632.8 nm
was used for the illumination. Curves 1,2, and 3 correspond to energy densities of 0.2, 0.8,and

An analysis of the curves of Figs.l and 2 indicate that completely different
mechanisms are involved in the rctation the anisotropic photo-induced process with distinctly
different behavior in the dispe$ion curves.

The sensitometric measurements in the samples rotated relative to the measuring beam
show that sing of the rotation does not change. This is unambiguous evidence for the
gyrofopic natue of the rctation of the axis of photoinduced anisotropy.

At the prese[t time we cannot advance any complete explanation for the cause or the
mechanisms of the effect or for its sign or the behavior or the dispersion curve. It is possible
to state with some ceftainty that the intemal structure of the light sensitive centers plays the
major role in the effect, while the role of the matrix is lees important.
For example, the sample with the 

^zo 
dyes introduced into polyvinyl alcohol produce a

rotation effect that qualitatively differs litde fiom samples of the same dye in the gelatin
matrix. In a medium that initially is macroscopically isotropic and nongyroftopic, all possible
spatial orieDtations of the light-sensitive centers arc equally probable. Under these conditions
the

FIG.2
probability of occurrence of an anisotropic photo-induced process is proportional to cos:8 ,

where 0 is the angle between the direction of the absorption hansition of the light-sensitive
center and the dircction of oscillation of the electric vector of the actinic light. Such a

mechanism must lead to a complete coincidence between the orientation fte light-induced
axis of anisoropy of the medium and the direction of oscillation of the inducing radiation.
However, this mechanism will be significantly affected by the action of the gyrotropy arising
at each photosensitive center as a result of the asymmetric absolption tensor of this center. In
the final analysis, the medium will rotate like a gyrotropic crystal under the action of linearly
polarized actinic light. It is clear that the anisotropy and gyrotropy that are induced in the
crystal are the result of the difference in the contributions of the ensembles of light-sensitive
centers that are or ale not involved in the photo-induced reaction. The gyrotropy that arises in
this way is evidence for the relative asymmetry of each element of these ensembles. We can
also suppose that the molecular glrotropy is an inherent property, at least in center that is
transfomed bv the lisht,
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Electrochemicaly Deposited Shottky Barier Height
T. Laperashvili, I. Imerlishvili.

Insthute of Cybemetics

The metaysemiconductor (M/S) interface is an important subject in electronic
technology because every semiconductor device needs the interface to communicate with
outside circuits. The mechanism of Schottky barrier (SB) formation remains a leading
question in the physics of semiconductor interfaces. But despite of seveml decades of intense
study there exist no quantitative theory of SB heights. One of the reasons is difficulty of
obtaining reproducible MS Schottky contacts with ideal volt-current characteristics, that is
necessary to comparison experimental results with theory.

Although they were repofted that fabrication M-S contacts with reproducible ideal I-V
characteristics may be achieved by electrolyses U,2l and by electrochemical deposition of
different metals on the semiconductors [3-5]. There are a large number of repots about
fabrication M-S contacts mainly, by vacuum evaporation of metals on semiconductor.

We were fabricated Scsottky contacts by the chemical deposition of metals (Ni, Au,
Cu, Pt, Pd) and by the electrochemical deposition of metals (Ni, Cu, Pt, Pd, In, Ga, Al, Sb, BD
from equeous solution its solts. on the 111-V s semiconductors (GaP, GaAs, lnP). At first we
were invesrigated electrochemically deposited In/GaP, Ga/GaP, Sb/GaP, Bi/GaP, PdlGaP SB
height [5-7] and was obtained the sufficiently disadvantage from Bardeens theory [8] of
formation Shottky contact on the III-VS semiconductors. Latter Charada et al. [9] repofied
very surprising results of investigation metal /GaP SB height. MS intedaces they were
obtained by ultra high vacuum evaporation of In, .Al, Cu, .Ge and Au onto cleaned GaP
surfaces and they have been studded that by photoemmission with synchrohon radiation [9].
They found Schottky limit behavior of SB heights from metal work function

In this paper is descibed the electrochemically method of fabdcation ideality
Schottky diodes metal/GaP. The electrical and photoelectric characteristics have beell studded
and they, were analyzed in the usual way [l0] to calculate the ideality factor (n) and barrier
height (S). The values of coefficient n and SB height are prcsented in Tab. I. The banier
heights are compared with the metal work function.

Samples used for the fabrication of M-S diodes were growing by Chochralski method
especially undoped n-type GaP into (111) oriented wafers. The thickness and carriet
concentration was 200-250 mimic and (2-4). l0" atom/cm' respectively. At first ohmical
contact to the one side of wafer was formed by alloying of indium at the temperature 6000C

during 5 min in hydrogen. Then the sample with ohmic contact and wire for proceeding the
power was coated with chemical stable polystyrene solution except the area where the metal
will be deposited. The wafers were then ached chemically, nsed in distilled water and
were hansfered immediately into electolyte.

Deposition of metal was done by the usual electrochemical method. Electrolyte was
poured into quartz glass. The semiconductors wafer was used as the one elecfode and as

another electrode was used aluminum, nickel or platens wafer respectively. for deposition
Ni, Al or other metals. The aqueous solution of chlorides have been used as an electrolyte
which consisted also NaOCl. At first . semiconductor's wafer was used as the anode and
cleaning of semiconductors surface was done. Then the potential was immediately changed
in opposite direction and deposition of metal on freshly cleaned surface was done in the
same solution in a united technological process. After the process ofmetalisation the samples
were washed in distilled water. The polystyrene film was rcmoved mechanically and boiling
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in acetone. Then samples were cut into pieces of area l-3 mm2, and were measured electric
and photo electric characteristics.

The forward bias current-voltage (IV) characteristic of obtain€d d-iodes plotting in
coordioates (V, lnl) was straight lille for a wide range of current (10 "-10')A. So that it is
possible to analize in terms termoionic emission theory of Bette. accordiflg with the (IV)
characteristics of a Schottky diode at V>3kT/q may be expressed as

J=ls exp(qv/ kT) (1)

\Vhdg 1=q/kT dV/d(lnJ) is ideality factor, V is the applied forward bias, J - the measured

current at a given value ofV, q-the electron charge, k-Boltzmans constant, T-the tempentue,
J,{he extrapolated zero bias saturation current, n is the diode quality factor. The n value is
near unity in en ideal diode. Both the Js and n may be deduced from the intercept aIId slope of
the J vs. V plot, respectively. The Shottky barier height have b€en evaluated via the

expression' 
a&0=kr/qtn(sA.f /Jd Q)

where S is the diode area, A* effective Richardsons constant. Value for A* of 150,8

A/cm2/K2 was obtained from work of G.P.SchwaIz and Gualteri u ll.
Junction capacita[ce was measured at a fiequency of 1 MHz as a function of apPlied

reverse voltage by using automatic capacitance bridge model L2-28. Digitized l/C' ''ts.
reverse bias plots were evaluated by using linear regression obtained the intercept Vo, which
determines VD-kT/q. Vo is known as the diffusion potential. The l/C'curves were linear in
the bias range utilized (0-3V). The CV measured barrier height was obtained from the

exprcssion

Q (C-0= Vo + EF +kT/q (3)

where EF is the fermi level. The quantity of EF + kT/q = 0.lev for our samples.

SB heights were obtained also by applying the Fauler theory [10,p.60]. Photo

response measurements were c,uried out by using a tungsten lamp KUM end a
monochromatic DMR-4. The short circuit photo curent was detected synchronously by
using a look-in amplifier.

Table I. on GaP.

A.M.Coulai et.ol I

Tan E. Lei et. ol

G.P.Schwartz et. Ol ll

P. Charada et. Ol



n 1.04 l.l r.05 1.03 l.a la
Photo excitation over the banier ($<hv<Es) was measured and Fowler plots of photo

curent spectrum show liner regions extrapolate ofwhich gives the banier height Sn(I. hv).

The values of coefficient n and SB heights OB are presented in the Table I. For
comparison the barrier height have been presented in table I, together with the results of
[9,11-13]. Good agreement is found between the results of our studies for metals, suggesting

thal if the interfaces are fabdcated by using elechochemically cleaning of the surface of the

semiconductoN and electrochemical deposition metals the SB is reFoducible so well as by
using ultra height vacuum evaporation of metals on the clean cleaned intedace of
semiconductor.

For determination mechanism of fomation SB on GaP have been fabricated ln/GaP ,

Ga,/GaP and InxGar x { 0<X<1} and was inwestigated behavior SB height from the

orientation and from doping matedals. We used by Chochralsky metlo^d obtained 110

oriented, with Te and s doped GaP. concentration was 6.10"-2.10'" cr['. Ideality factor
observed samples n<1.08 and barier height was changed sufficiently:
0.53<OB{In/GaP)<0.9eV and 0.64<<DsIGa/GaP)<1.05eV. Have been studied also SB heights
In-/GaP, Ga./GaP and Inxcal,x structurs fabdcated the same sample and was found thath

@s{InxGar-x/GaP) <OB{IniGaP} and @e{InxGar,x/GaP) <@g{Ga,/GaP}. This experimental
results is dificult to understand via Bardeens or Shottkys theory, They may be described by
using modificited defect model [l5].

In concclusion the posibility using electrochemical method of fabrication ideality SB

was illustrated.
SB heights was comparcd with of SB heights fabricated by ultra heigh vacuum

evaporation and was found a good agreement with results for metals: Au, Cu, Pt, Al. Bisaids
it was found that SB height is more sensitive ftom kind of dopping impurity and from the

orientation ofsamples for Ir/GaP , Ga./GaP (V@s=0.4sv1 then for others metals(V@u=0 1.t;
Compadsons have also been made the SB heights OB{Ir/GaPJ, Oe{Ga/GaP} with

OB{InxGar-x/GaP) { 0<X<l} fabdcated on the same sample and was found that@B{Inxcar

x/GaP) <OBUn/GaP) and OB{InxGar,x/GaP) <OB{Ga/GaP}.
The SB height have been comparised with the metal work function. The observed

nonlinearity behavior suggests that Mechanism of formation SB on n-GaP may be described

by no Bardeens model, what is igniring the rol of metal aoB/aoM=o and not Sottky model,

according vith a@B/aOM=l. The Shottky limit have been obtained on GaP and have been

reported as very surprising result in [9].
We Think, that observed results of our study may be described using modification

defect model of Tersoff according with the hnal posidon of Fermi level may be govemed by
more then one mechanism. [15].
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Ellipsometrical Methods of the Measurements of the Magneto-Optical
Parameter

O,I. Bakradze
Institut e of C\b e metic s

Abstract
It is shown thepossibilily to measure simultaneously the optical constants

and magneto-optical parameter of the ferromagnelic using the geometry

of the equatodal Ker effect. The obtained results can be apply to the thin
magnetic films also.
Key wordsr Magneto-optic, Ellipsonetry, Fenomagnetic. Thin Films

The ellipsometrical method of measurements of the feromagnetic parameters is

considered in Ref.[l]. All linear magneto-optical effects are defined by the optical constants,

such as the refraction coefficient N=r-i& and the magneto-optical patur,:letet Q=Qt-iQ2,
which is proportional to the magnetization. As usual, the optical constants and magneto-

optical parameter are measured separately. This leads to the essensially different results

Therefore, the simultaneous measutements of these quantities are ofinterest.

Since the magneto-optical parameter 4 is very small,]Ql<< 1, basic ellipsometrical

ratio can be written as follows:

' +A'
ryfu/ + 6v/Y'a-6!" = e :f

f, + or,
(l)

In this expression t4 and A are the ellipsometdcal angles and re, l" are the Fresnel

amplitude coefficients, as well as 5t4, 6A , 6r, and ir. are the small contributions due to the

magnetization. The ellipsometdcal angles on the left hand side of expression (1) ale measued
by experiment. The Fresnel coefficients on the right hand side of expression(l) contain the

optical constant N and the magneto-optical parameter Q, which have to be defined. In the

general case of an arbitrary magnetization oro and o, have a complicated form and the

separation of the dght hand side of expression (l) into the pure optical and magneto-optical
part is very difficult. lt is convenient to choose the geomehy of the equatorial Kerr effect
when the magnetization is perpendicular to the plane of incidence of light. In this case the

contribution cf, =0 and expression (1) is more simple. Assuming also that the angles 6ty and

dA are srnall, one can approximately write the left hand side of expression (1) as follows:
\ ' - 6rr

reVe"l t +6V i- + i6A l=-L (2\
I srn rul I t,

One can see from equality (2) that the optical and magneto-optical part are separated. The

measurement methods of the optical constants are well known [2]. In expression (2) the telm

ot" due to the magnetization is related with the magneto-optical parameter Q by the

following way [3,4]:
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where e and e are the angles of incidence and reflection of light. Using the Snellius law

1- sin'? tg/ N'z and the Maxwell formula g=N'z, one obtains from expression (2)

Let us set the real and imaginary pafs of the left hand side of expression (4) to the right hand

that

6ry =\- + i6t = -iQ sin2q
sm z\J e2 cos2 <p-E+ sin2 <p'

side ones. Then, one have finally

6, s;26 = -?l6Y -366.-' sin 2V

s. ,in2t= -466--ZL5t.
sin 2\V

where

, t,sin'7o - , e,sinze
A=t,co.t- (0---, 6=t tcos- (r- I t, "--,r;+f; €; +ri
E r= n' -R' ,€, = Znk.

It is easy to check that the expression obtained above leads to the known
equatodal Kerr effect [3] :

6n tn =zsinzaQ'l-Q'.8.' A. +B'

(4)

(5)

(6)

formula for the

('7)

The parameters of the thin magnetic films N and Q can be significantly differcnt from ones

in bulk matedals. Consider now a single magnetic film. One can use the Airy formulae which
take into account the multibeam interference. Noticable, that for the equatorial geometry the

phase angle 0=+(N'-"in'e)"' (dis the physical width of the film) is not influenced
L

by the magnetization [4]. Then one obtains the expression similar to equation (4), where at

the right hand side appears the interference factor [etp( i2p ) + rj ] /texp( i2$ ) - r] I .

Measurements can be performed using the usual ellipsometer. The sample have to be

altemating magnetizated and the optical and magneto-optical signals are analyzed at each

wave length of light. The magneto-optical signal S(Q) is proportional to the alternating

magnetization function I(H), where O is the altemating magnetization frequency. It is
important to achieve that the signal S(Q) has no longitudinal contributions. One -can use, as an

example, a simple the polarizer-subject-analyzer scheme ellipsometer ( PSA) [1,2]. The
polarizer azimuth is P=+?r/4 and the analyzer azimuths are A=+n/4,0,-1r/4,Let]usthe
measured optical signals are J*,J0and J-, the magneto-optical signals are 6J.,6J0 and 6J-,

and their ratios are S. =6J./J-,S0 =6J0/J0 and S-=6"/-,/J . Takefirst zero

azimuth, what corresponds to the equatorial Kerr effect. Then, the ratio S' = 6,10 / "/ 
0 

, as was

expected. At fixed incidence angle of light e one can deduce the function S(Q), but not the

both parameters Qr and Qr. For the nonzerc azimuth one obtains

6,y = a[ S- + S- .t* i S* -S- 1st,zrycosa],
4tg\lJ

6^=rs rs ,to'2v1'84-,j -s-) 1 lcor A- 1 I 
18)

4sin'w 2jiflAl rgtl, sin 2\'1J )

Analyzing expression (8), one can see that the factors at the sum (S* + S- )and the difference

(S--S-) depend strongly on the angle of incidence Q. In polarization-modulation
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Relationship of Porous Media Tortuosity on porosity Coefficient

Tamaz Karchava
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Leaming of fluid filled porous media acoustic features is important for detemining
physical measures of porcus media and functional relations between them. Biot's works are oi
particular importance among the works dedicated to this issue [l]. He received motion
equations of the system's porous media-fluid in LaGrange's formality where fluid, solid
component and induce mass density are reduced. Acknowledged interpretation of induce mass
density does not satisfy number of expeimental results, mising necessity for introducing
additional conditions [2]. Below we can see that the formality used by Biot contains such
interpretation of these equations which do not need introduction of the aforementioned
additional conditions. Simultaneously here comes the possibility of finding relationship
between porous media tortuosity and porosity coefficient.

Let us considet the sample where potous media with fluid is seen as common p,
density and r. velocity of solid particles and fluid mixturc and we can have the following
image:

p-=Opr +( t -O)p", (l)
Where O is porosity coefflcient and p, and p,r ,coFespondingly, are density of fluid and solid
partjcles.

During sound spreading fluid acquires y/ velocity and solid component _ u", velocity,
and mixture volume unit impulse equals to:

p^v_ =Sprv, +( I -g)p",v,, (2)
Taking into considemtion (2), mixture motion equation has the following image:

Op rAr | / At + ( I - q 
) p 

"0v ", 
/ dt = F (3)

Where F is a force acting on mixture volume unit.
Generally, during sound spreading M mass body is not fully over _flown by fluid.

Because ofthis we have rhe following equation [3]i
p,dv",/dt = prlv, /0t - Lpa(r,t-vr )/At @)

Where Ap is an induce mass [3] falling on moving solid body unir volume. Relying on (4)
equation, solid component motion equation for a unit volume mixturc can be resistered as
followins:

( 1 - Q ) p 
",0v ", 

/ 0t + Lp( 1 - Q )( 0v 
", 

/ dt - 0v, / At ) = ( I - Q ) p rAv r / at + Fl (5)
\Nhere( ) -$ )pr1v, / at + 4 is a force acting on solid component. In non condensed sample

I/ is equal to zero, and F = -Vp: Taking this into consideration we get the following images
from (3) and (5):

p, d'?IJ,, / 0r' + p,rl'zu 
J / Al = 1 I - O )v p

prr1'u, /dt'? + p,r6'U,,/01 =-Svp

(6)

(7)
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Where U", and U, are, conespondingly, solid component and fluid displacements vectors m

mixture volume unit; v,,=lIJ n/0t;v, =aU r /at' Arrd

p,, + 2 pp'r Pzz = qP 
J + ( 1- O )P"t

Which means that (6) and (7) represent Biot's simplified equations llf' pr and'p],,'

conespondiogly, represent reduced density of solid component and fluid News of the rcvised

sa.pt" ar" tli"'i.ug" ot prl which are given in formula (10) and represent reduced induce

mass to rivers mark mixture unit volume and not the induce mass as it used to be unde6tood

till prcsent.
Now let us show that we can gellerally rcceive Boit's equations For this pupose let us

( 12)

(13)

Wherc A,B,C,Pt,Qt,ly'r represent ildefinite coefficients; F/. is a friction force actrng on

fluid. After small rcstructuring (3) and (5) equations, taking into consideration (12) and (13)

image, are reduced to Biot's motion equatlon:

pt,a'?u 
"t/at'z 

+ pna'zu, /dt'z = PY(YU 
",)+Qv(vu r )- |'lvxv\u,t-OF, (14)

prrO'zu , /Ot2 + pnO2u 
", 

/Ot'. = QY(YIJ n )+ RY(vU J )+OFr, (15)

Where P,O,N and R are coefficients of elasticity introduced by Biot and

A=P+Q; B =Q+ R; N = NI =-C p'= p-(t-Q)Q/i and Q,=Q-(l-Q)R/Q' QFt

represents reduced ftiction force and corresponds to b(v,,-v, ) member in Biot's equations

[l], where
b=n6'?/K (16)

4 is fluid viscosity coefficient , and tr is permeability of porous media It should be noted

that Biot's equations arc reduced to (6) and (7) equations in case their image is

Q = 0 and N -- 0 and we rcceive image (10) for p,r.

P"=(1-Q)Pa- Pn

Pzz=iPy-Pn
pn=_qj_O)Lp

It should be also mentioned herein

automaticallY fulfilled.

present a and { forces in the following way:

F = AY(vU,t )+ BY(vU r )+ (N xvxU,l

F, = Ptv(vu 
"t 

)+ Qtv(vu r - N jv xvxU d - Fr,

Fothcoming from (9) and (10) images

Pzz=QPP
Which is brought in as an additional condition in Berryman's

porous media, and in our case it equals to:

d = 1+( 1- q )LP / Pt = I+( 1-q)r

Forthcomirg from (10) and (18)
pD = _M o._ I )pl

(8)

(e)

(10)

that ul basic similarity of Biot's theory is

(11)

(17)

work [2]. Cr is tortuosity of

(18)

(1e)

Which also coincides with work [2] result, but with diverse G image We receive the

lollowing image for solid component reduced density:

p , = ( 1 - l )( p ,L + qrp r QO)

Dependency of Ct tortuosity on porosity coefficient is partially defined by fomula (18) The

thing is that ratio Lp / pJ = r does not depend on fluid density' but on the surface form [2]

created by solid component This shows that this ratio should contribute to this issue l-et us
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consider limit 0 -J I for this purpose. Reduced density of solid component in this limit equals

to zero and only fluid equation remains; induce mass density (pn=o) ard d=./ also

be{ome equal to zero which is guamnteed by the multiplier 1-0. As to $e Lp/ p, =r
multiplier it is an ultimate number for small(,.-O) [3] andwecan register:

lin LP / P r = I' when S --> 1.

@

In timit O t 0 only equation (14) and pr2 -) 0 should remain. Simultaneously, according to

the experimentat results c! strives to infinity in this limit. We can satisfy both conditions.if

Lp/ p, - $-* ,where we receive the following image for 0 < f < I and for tortuosityi

d=.t+(/-O/O-tr o2l
Gmphics of this relationship are presented on the picture for k = 0,5 afi three meanings of
f.. 0,5; I and 1,12 . Graphics are built from bottom to top according to the increase of I
meanilrg.
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IR - Spectra and Electrone Structure of
IndolinosPirochrornenes

Mzia Gugava, Inesa Pavlenishvili
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Photochomic properties of various substituted indolinospirochrcmenes (ISC) have

been investigated by IR-Spectra. Spectral areas where absolbance of these compounds is

observed at the photocolouring and photodecolouring processes were found.

It is knbwn that photochromic process in ISC is connected with intramolecular

redistribution.
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Rr

R; V07,

Rt'N?z 
t

R,= NOz 
,

Pr. C.l' ,
Rn. R.'

R"'H,

P z'BL;
R2,0t-l\;
R2" N02 ;

NozrR)

The coloured form of ISC
and bipolar (Bb) sffuctures:

is known to represent a resonance form of chinoidal (8")

s.*
I 8t

We tried to define the influence of the substituents nature in the chromen part of ISC

on the contribution of these structures.

It has been found that the electron-acceptor nature of the substituent causes

equilibrium shift to the coloured folm and stabilizes it. Such, if the NO2 group is substituted in

the 6 position of ISc, the C: - C+ bond is characterized by band in IR -specfta near 1605-

iezd iri, ana when tlls group is in 8-position, this ba;d is shifted.to 1575 smr Band

characterizing C -N bond iJshified by 10-)5 sm-r (from 1420 -1440 srrrt to 1410-1415 smr)
Increasing the C: - C+ and Cz - N bond order with amplification of electon-acceptor

properties of substitutens (6 - NOr, 8 - OCHr; 6 - NOz; 6, 8 -NO2) allows to conclude, that

Lipolua ,t u"tu." 
"ontribution 

in the open folm of the IsC increases. In the case of 6 - Cl' 8-

Na)2 substituted ISC Cr - N bond order is decreased perhaps as a result of predominance of
chinoid saucture contibition in the coloufed ibrm.

\
I

B.
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For qualitative intelpretation of contribution IR-spectral data the quantum-chemical

calculation of idealised stucture of the closed (A) and open (B) form has been done by the

MINDO/3 method [1]. Distibution of charges on the ISC atoms has been calculated (table)

Distribution of charges on atoms and dipole moments for uncoloured (A) and coloured
(B) forms ofISC

Structues Qi"a. Q cto.- Q(Crr a(ol Dipole
moment

Rr=H,
R:=H; B

-0.120 -0.414 0.537 -0,482 1.53

0.120 -0.308 0.186 -0.572 5,9'7

Rr=NOz, A
Rz=H; B

-0,093 -0,445 0.534 -0.486 5,91

0.242 -0.4'7 5 0.226 -0.598 14,44

6,8 A
NO, B

-0.037 .0,497 0,533 -0,464 '7.',78

0.315 -0.552 0.240 -0.571 19.52

If the charge on the spiro-C-atom leaves out of account, two orthogonal cycles
(indoline and chromen) in noncoloured form has negative charges, and chromen has the larger
one. For unsubstituted and metoxysubstituted ISC i is the same. In the closed form EA
substitutens decrease the electon density in the indoline pafi and increase in the chromen one.

It is possible to say charge transfer from indoline to the chromen part and as a result making
easier opening of the C.pi,o- 0 bond.

Substitutents also influence the dipole moment of the molecule: a EA properties of
substitutents are amplified, the dipole moment of ISC molecules in both forms increases as

well, and equilibrium is shifted between the formation heat ofA and B forms.

Theoretical calculations are in agreement with the experimental thermodynamic and
kinetic parameters ofISC. [2-3]
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IlgfuTunperatuezupemndudivityintheLu{a-Ba-C\rOs;ftexn

N.Maagiad,V.lganadze,LMdtaralDdze,
N. SabadN{i, G.Slnl:gab, G.Tdnlsadze

Inst itute of C\b e rnetic s

The discovery of high-Tc perovskite-structured cuprate superconductors [1] has

generated a worldwide research effort within the field of superconductivity. In the past 10

years, a group at the Institute of Cybemetics have contributed substantially in understanding
the fundamental physical properties of superconducting materials as well as in development
of fabdcation techniques for superconducting operational elements (e.g., wires, planar spirals
and electromagnetic solenoids) which are candidates for a wide alray of potential applications
including electric power storage and transmission L2-51.

Investigation of the empirical physico-chemical and structural factors necessary for
high-T. superconductivity to occur plays significant role in understanding the mechanism of
superconductivity, finding new superconductors and possible technological uses for these
materials. The presently known high-T" cuprate superconductors have common stluctural
features and may be represented by ideal formula A.EtRn-rCunOl+.+z with a stacking
sequence of m layers of (AO) inserted between two layers of (EO) on top of n layers of
(CuO2) interleaved by (n-1) layers of R, where A and E are various cations [6]. The CuO,
layers can occur singly or in groups. The important feature of the high-T" superconducto$ is
that within a group, the individual CuO2 layers are separated exclusively by R=Ca,Y or Ln
(lanthanides) cations. For example, unit cell of YBa2Cu3O7 superconductor contains two
CuO2 layers (n=2), separated by Y. These double CuO2 planes are intercalated by BaO and
CuO layers (i.e., A=Cu, m=1, E=Ba). Laye6 in the cuprate superconductors can be grouped
into two, namely the active (superconducting) block of R"-r(CuOz)n and the charge-reservoir
block of (EO)(AO)...(EO) which provides carriers for the active block recessary for
superconductivity.

Properties and crystal structures of the high'Tc superconductors can be altered by
substitutional or additive doping including the rnodification of the charge reservoir and active
blocks. In pafticular, from previous investigations of several groups [7] and based upon our
analysis of T"'s dependence on the parameter, which represents the ratio of anion (i.e.,

oxygen) atomic index to the sum of the indices of cations entered the structure, it can be

concluded, that partial or total heterovalent substitution of non-copper cations by other
cations with smaller valences and appropriate modification of active block by inserting of
additional couple of (CaXCuOr) layers is the promising route to design new perovskte-
structured superconducting materials and to raise of Tc-values of presently known
superconductors ( this prcblem will be discussed in detail in a forthcoming paper).

As example of above approach
search for high-Tc superconductivity
substitutionally doped by calcium.

in this paper the preliminary results of
Lu-Ba-Cu-O system, additionally and

we repon
in the

@ Institute of Cybemetics
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The samples were prepared by using the ordinary solid state reaction method.
Depending upon the desired starting composition, powders oflu2o3, CaCOj, BaO2 and CuO
were mixed in appropdate proportions and sintered for 35 h in air with intermediate
grindings. The samples were then thoroughly rcground and pressed into disk-shape pellets
under a pressure of 6,4 Gpa. These pellets were sintered for 6 h in air and then cooled to room
temperature in a fumace. Starting compositions and sintering temperatues of the powdered
and pelletized samples are listed i[ Table l.

According to the experimental data [8], the lower limit of Ln ionic radius tolemted in
LnBauCu:Or is F0,9854 (8-coordination). Lu3* has a smaller ionic radius (0,97A) than the
lower limit value and hence LuBa2Cu3OT could not be synthesized [8]. Samples No.1 and
No.2 were prepared in order to confirm lhe data of [8]. To investigate the effect of
hetercvalent substitution of smaller Lur* {r=0.974} by larger Ca2* carions (r=1,12A) on the
conductivity behaviour, the Ca-subsrituted sample No.3 (with about 77o excess Cu) was
prepared. In the sampte No.4 about 157o of Ba2* cations are replaced by Ca2* cations. Starting
compositions denoted as No.5 (with a litde excess of Cu) and No.6 correspond to the general
formula of high-T" cuprate superconductors A.E2R.-rCuiO2i+n+2, where m=0, E=Ba,
R=[LuL-rCa\]. n=3 and^ 4. resp^ecrively. It should be noted that one must take in account the
possibility of eiLher Lur* orBa2- subsrirurion by Ca2-.

Tablel Stafing compositions and sinrering remperatures of rhe investigated samples

Sample

No.
Starting composition Sintering temp,K

(Dowder)
Sintering temp.,K

(Dellet)

1 uBa2culO, lt75 1175

2 -uBarCulrO" 1175 1175

3 Luo.rCao.:lBatCu::O" 1195 1203

4 LufBar ?Canilcuio" 1175 1t75

5
'Lu635Ca6.65l28a2Cu3.2O"

1195 r195

6 'Luo,5Cao.sllBarcuaOv
1195 1203

- 
For the characterization of superconducting properties, the rcsistivity-rcmperalure

measurements were caried out by the standard four-probe method and diamagnetism was
checked inductively.
Tempemture dependence of resistivity of Ca-substituted and Ca-added ceramic samples are
presented in Fig. I .
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Fig. I . temperature dependence of resistivities of the samptes investigated
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:

2. LutBar.?Ca@lcu3oy
4. ll,uoJcaor] jBarCu4O,

l tl,uo.TcaorlBa,Cur,,Oy
3. [Luorjcao.65],Ba,Cu3.,Oy

Room temperature resistivities p(300K), onset of superconducting transition T"(on)
and end point Tc(zero) are listed in Table2,

Table 2. Room temperature resistivities and superconducting tansition temperatures in the Lu-Ca-Ba-
Cu-O system

Sample

No.

jtarting composition )(300K),
mohm.cn

I(on),K fc(zero),K

I -uBa2CurO, -4.106

2 -uB azCu:.2O" -4.100

3 Lun ?Cao llBazcu? ?O, 92 <68

4 Lu fBa | ?Cao rlCulO, 9l 68

5 Lun rCao rslzBarCur .zO' 6 95 76

6 'Luo 5Caoil$azCuao" 2.7 86

The ceramic samples with starting compositions of LuBa2Cu3O, and LuBazcu3,20y

show semiconducting behaviour in the temperature range (77+300)K:
p(77K) =1 Mohm cm and p(300K)=4 Kohm cm. Therefore, our results arc in good
agreement with the literature data of [8]. When Lu is partially substituted by Ca the resistivity
curve begin to have metalliclike component below about 170K. Incolporation of Ca in Lu-
Ba-Cu-O system creates a superconducting state: as it can be seen from Fig.l, onset of the
wide superconducting tansition occurs at 92K although resistivity versus temperature curve
does not exhibits Tc(zero) at temperatures above 70K. Tempemture dependences of p for
other Ca-doped specimens are metallic-like above T"(on) and zerc resistances achieved near
the liquid nitrogen boiling point (see Fig.l and Table 2). Magnetic measurements have
confirmed the presence of superconductivity in the all Ca-doped samples.

The reasons for the broad superconducting transitions and differences in p are not
clear but they may be associated with differences in calcium content and grain stucturc as

well as with intergrain contacts and impurity phases. This tentative explanation imply that Ca
plays an important role in normal state transport properties and superconductivity of the Lu-
Ca-Ba-Cu-O system.

It is interesting to note that C.W.Chu et al.[6] succeeded in synthesizing under high
pressure and identifying the Ba2Ca",r+"Cu"+vO, superconducting system doped interstitially by
(Ca, Cu), with large ranges of interstitial dopings, that is 0,4<x<1,0 and 0<y<0,7. This system
displays a Tc of 126K for n=3 or l17K for n=4, After exposure to humid air for 24 hours, the
sharp superconducting transition shifts down to -90K for the samples with n=3, but only to
-116K for samples with n=4. These superconductors do not form at pressures below 3,5
GPa, from C-contaminated prccursor or at temperatures above 900"C. Higher temperatures
and C-contamination favour the fomation of (Cur-*C*)BazCa"-rCu.Oy system, which exhibits
Tc in the temperature range (70+120)K depending on the annealing under different conditions

[6]. Interestitially doped BazCa"-r**Cu"*yo, system contains the superconducting block of n
(CaO2) laye.s sepalated by (n-1) Ca layers,

It appears that presence of boti larger Ca2* and smaller Lul* cations in the
superconducting blocks of specimens examined by us leads to the chemical pressure effect
arising from the smaller ionic radius of Lu", which manifests itself as a lattice contractron
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when compared with the superconducting system synthesized under high pressure by

C.W,Chu ;t al, We believe that a contraction of the taftice favours the preparation of
superconducting samples ih the Lu-Ca-Ba-Cu-O system undel ambient prcssule'

U;doubtedly, ihe range of Ca content in the Lu-Ca-Ba-Cu-O system (syntlesized under

ambient pressure) for which the superconductivity exists is a question that merits further

research. Stuctural studies of Lu-Ca-Ba-Cu-O superconducting system would also be of
value.

It is well known that isovalent substitution of Ln3* ions for Y3* in YBa2Cu3O7 has a

Fofound effect on the magnetic order but does not change substantially superconducting

iroperties of this system t7-81. The heterovalent substitution of non-magnetic Ca for

magnetic and non-mignetic R cations (R=Y,Ln) in the R-Ba-Cu-O system and modification

of superconducting block by incorporation (i.e,, addition) of Ca should be used as an ftuit-ful
route for studying the effecis of loial magnetic moments, chatge carrier concentration (Ca'?*

acts as a dopant of holes) and R ionic radius (i.e.' chemical pressure) on the electric and

magnetic properties of R-Ca-Ba-Cu-O systern and rcmain a subject of current resealch'- 
In-summary, several compositions in the Lu-Ca-Ba-Cu-O system were synthesized

under ambient prJssure by usual ceramic method and measued resistively and magnetically'

After substitution or addition of Ca in the starting composition of LuBa2Cu3O? the samples

become superconductors. Resistivity measurements show that the charge tansport propertres

in the nomal state and superconducting transitions are significantly affected by tlne calcium-

doping. It seems that with imprcved starting compositions and material processing conditions

it wlti be possiUte to obtain superconducting ceramics in the Lu-Ca-Ba-Cu-O system with

higher critical temperatures 
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Fiber Optics in Optoelectronics
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Investigations in the field of fiber optics were one of the main directions of the Insitute
of cybemetics. Wo*s in this field were being carried in two directions: fundarnental

investigation in the field of development of materials and elements for fiber optics operating

in different frequency range for deation the physico-technical principles for optical
processing of information and development of optoelecfonic elements alld equipments in
which fiber elements perform the functional loading.

After assimilation of eKisting methods for obtaining spinneret and rod optical fiber in
the section there were development a new multispinneret rnethod and a number of the new

technologies for obtaining of special fiber suitable for making the active and passive

lightquider of any length with packing in row. For this, it had become necessary to develop

the novel technological equipment and apparatus fumaces, fiber drawing systems and devices

for hightemperature compacting in order to obtain the rigid fiberoptical elements [1,2].
A broad frequency mnge of elecffomagnetic modes used in optoelektronic and neds

for optical features required development the glasses transparent in visible, ultraviolet and

infrared frequency range, photoluminescence, photochromic glass as elements of active

medium, semiconductive glasses as well as glasses in which it is possible to amplify optical
signals on the base of laser effect for consrtuction of active functional elements [4,5]

For the first time in the section wee obtained optical glass and fiber with laser effects

doped with neodymium (4-6Vo) genentng at the wavelength of 1,06 nm and performing at

room tempemture in pulsed operation.
In laser fibers it determined the transition effect of radiation from one fiber to the

other that was used for suppression of radiation in fiber lasers. It is determined, that

suppression coefficient depends on radiation energy of suppressing laser and increases with
its increasing. This phenomenon allowed making synchonic fiberlaser emittels and logic

elements [8].
It is obtained stonge element with signal carner in a form of ring in which the

memory signal is supplied to the ring laser through seal of fiber laser' Investigations are

carried out for obtaining the active (laser) fibers doped with erbium, helium, europium and

terbium. There were determined the stuctute of obtained fibers as well as optical features

thereof [11,18].
Together with TSU it is developed "multielement neodymium spokelike laser.

Luminescence fiber broadens the sphere of application of fiber optics both in
optoelectronics and in devices for displaying, monitoring and controlling. It is syntesired

luminescene glass suitable for obtaining the luminescenel optical fiber' In order to obtain

rigid elements, fibers were being packed in cassettes and vibrated until undistorted image was

obtained. At special temperature conditions fibers and faceplates had been sintesed.

Absorption spectrum is between 0;27-0,34 nm with quantum output 49,370, persistence time

is 15-25 nit. The developed luminescencing fiberglass faceplates were used as alget in
cathode-ray tubes. The obtained tubes persistence time was 0,2 sec. With high resolution - to

200vnm [3].
In 1962 it was raised a question to obtain photochromic glass and fiber'
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For measudng the optical and relaxation characters of synthesized by us photochromic

glass, there were developed a method and a experimental device.

Optical glass with cladding of photochrcmic glass allowed obtaining new king of
lightcontrotting optical fibers with slow (8-l0h) and fast reve$ibility processes. All glass

samplers synthesized by us the maximum lightemission have in the range of 0'6-0,75 nm

before irradiation. On the base of photochromic opticat fiber is made adaptive optical element

allowing increasing uniformity of the image illuminance with significant bdghtness drop in
image texture. Darkening level of faceplate obtained from photochomic glass is more higher

than that of initial glass and maximum additional optical density is about AD"=0'11., for
glasses AD,= 0,10 ; in faceplates it is reached more faster, in 20 sec. And in glass in 300 sec

lr2,1sl.
Khalcogenide and oxide semiconductive glasses have a grcat disadvantage for use in

optoelectronics because of absence of transparence in visible range and so, to obtain optical

simiconductive glasses being transparcnt in visible range is of great interest for
optoelectonics. For the first time there were studied systems of WO: - P zOs -PbO and WOs -

-PzOs) - RzO - TiO, - CdO for the pulpose of obtaining the transparent glasses. For all

synthesized glasses it was studied the temperature dependence of electroconduction in the

ritewal zg3--q130 K and it was determined a;tivation of thermal energy. The obtained glasses

are high transparent (75-907o) in infrared and visible ranges. chemicalty stable in atmospheric

condiions and have enough high electroconduction of 107 - lO35 ohmr cm-rat room

temperature. These glasses may be used in electronics and optoelectronics [10,11].
For the purpose of making the stable switches and elements of memory we have

synthesized semiconductive glasses in the system of wO: - PrOs - CeOz. The glasses have

low levels of electrical resistance, activation energy and relatively high softening tempemture

650-8500 C. Devices made of films of such composition, with thickness 20, with graphite

electrodes, have S - like volt-ampere feature and switching intensity is about l0-'/ cm.

Fiber -glass faceplate with curent - conducting fiber solved tlle task of making

image-co[verter and incrcased conftast range and resolving power of the converter. The said

device converts ndiation l,r= 0,72 to lz=0,51 on the I cm and of converter there was placed

100 sepamte cells.
For recognition the visual images it was necessary to develop and realize special

recognizing automatlc machines functioning in real -time and having some functional

feirtures of biological visual analyses. Principle of operation of such bionical devices is based

on use of studied sauctuml-functional mechanism of visual system of humans and animals.

Investigation made in this direction together with colleagues flom ltkaine showed

that a number of new solutions of this problem will altow to use the pinc'iples of element

base of optics and optoelectronics. There were developed fiber components intended for
ftansformation of tight flux at the input and inner layers of image analasers as well as the

device for making input hansformers with a great number of parallel channels.

Model of neurons are made with specific features include absence of galvano-reducing

in circuits of synaptic inputs and axone outputs [7,9]
There are made models of processor - the model of first laye$ of retina and the

analysis model of the images form containing corelats of neuron analysing circuits type of
receptive field in form of optoelectronic analogies; neuron - like elements with direct and

inve$e ftansfomations of light energy to electric energy by horisontal summation.

There is made experimental model-fiber analogue of receptive fields, which is a

mosaic of 400 elements modulating the excitation and bruking. Such models may be used in
making of artificial retina.

On the base of photochromic optical fiber thereis developed an adaptive optical

element allowing incrcasing uniformity of image illumination with significant brightness drop

in image textue.
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On the base of multiskanel fiber there is developed the model of multichannel
analyzer of image, which contains compact input matrix of rcgular placed fibers on the wall
surface of which therc are two photodetectors.

Development of the cathoderay tubes and different optoelectronic devices and

equipment with fiber-optic elements requires conshuctlve solution of the sealing problem of
fiber element with other elements of equipment for which the fire welding acceptable elecfto-
vacuum techniques is appeared to be unsuitable. Therefore, there arc developed the new

materials giving vacuum-tight weld and having high roscopicity for sealing of fiber elements,
for example, glassceramic cements with different coefficient of thermal expansion. The

developed technology for obtaining the glassce&mic cements was introduced in enterprises of
electro-vacuums industry [3].

Also, it was developed mica-crystallina materials.
Broadening of the spectral range aside ne.tr arca of infrared spectrum required

development of new glasses. On the base of oxygen glass, transparent to 5; there were fiber-
optic elements.

Focons of infrared fiber with diameter relation of 3:0.2mm were being used for
increasing angle of view (15') of semiconductive photodetectors. InvestigatioN had been

carried out in SSI, p/b A-3726 (Moscow).
Unique features of fiber radiation both passive and active provided their use in

medicine. Existed endoscopes had enough large diameters (17-18rnm.) and were illuminated
by electrical lamp of size 2-3 mm, which when used for a long time may be cause a bum of
mucons membrane. Taking into consideration the fiber radiation, there were developed
endoskopes on the base of optical fiber of diameter 7-8 Irtlrl allowing to prolonged

examination of patient without bum of mucons membrane. The developed endoskopes were
used in the Institute of surgery (Georgia) for examination of architectonics of mitral valve,

moreover this process was being photographed through the endoscope on the photofilml.
Endoscopes of different configuration had been used by Institutes of medicine, Gynecology,

Urology.
Especially must be noted the developed and manufactured opthalmological instrument

intended for diagnostics of intaocular pressurc, for removal of foreign body and tumors from
eyes and also for local illumination of aknost inaccessible parts of eyes during the operation.

Therc were developed also operation scalpel with "cold" light, claw of tweezers,

diaphonoscope both sftaight and beaded. All these instrument were tested in the Institute of
Helmohoth, by prof. Gundareva. Materials of investigation in this direction are published in
l8 works (local and foreign magazines).

The section of fiber optics did co-works both with Academy Institutes and department
enterprises. Especially, with Institute of semiconductors AS Ukraine (the head of Institute Ac.
Svechnikov). During co-working there were developed: options for translation and

determination high voltage sftess and for galvanic isolation of controllable and controlling
circuits; optoelecronic speed-responding relay device for measuring velocity and linear sizes

of the object and reading out an information from punch card; input device for searching
hacking systems. For automatic control of zero-indicators and etc; there is developed model

of insect eye, which consists of sintered set of focons, which in image input plane generates

spherical surface conesponding to the shape of the inse€t facet eye providing angle of view
180".

For reduction a portion of skew rays percolating dfough fiber, there was developed
optical fiber light quid cladding of which has greater refractive index than that of core thereby

allowing increase considerable a noise immunity of optoelechonic elements.

On the base of low-dimension focons there is developed converter providing
transrnission of the printed text image preliminary diminished 15-20 times with anamorphism
index 5-6. There is developed a system of multifunctional optoelectronic logical -temporally
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converters of optical range through use of which it became possible measwe spatial -
temporary distribution light flux intensity in dynamics [6,13].

For the first time there weie developed fiber elements for transmission the soft x-

radiation on curvilinear path.
Results of This investigation were published in scientific magazines, in USA,

Yugoslavia and Poland, inall 21 publications. on this work it was defenced thesis for a

Doctor's degree.
Inveitigations were made on synthesis of physico-chemical and electric features of

lead-silicate, alkaline-silicate and nonalkaline-bomte glasses containing oxides of polyvalency

elements as well as lead-borate halogen-containing and lead-cadmiumborate glasses'

Influence of rcarearte elements on the elecaic features of these glasses was thoroughly

investigated. For the first was carried out investigation of ransporting processes in the

syntheaized lead-silicate glasses. On this work there were defenced 5 theses [14,16,18].
To determination the kind of liquid there are developed and made devices -

refractiometers on the base offiber optics. Priority is confirmed and invention is patented and

published [9].
The fiber-optics section works on synthesis and investigation of elechoconductive and

photoactive polymere system (1999-2OOl). The work "Elechoconducting polymere

composition" is patented.- 
The fibei - optics section works on obtaining and investigation of the new type of

active glasses. Investigations are being carded out on optical and photoelectric indices in hard

organic and inorganic media.
By collaborators of the section are published 2 monographs, more than 130 scientific

works, obtained more than 160 certificates, some of them are patented: in England, Germany,

Sweden, Italy, France, Austria, Finland. By collaborators are defenced 3 Doctor's and 12

candidate theses. Some of works are marked off diploma and deeds
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